Jezyki, automaty i obliczenia

Wyktad 13: Ztozono$¢ czasowa i pamieciowa. Klasa NP

Stawomir Lasota

Uniwersytet Warszawski

28 maja 2025



@ Ztozonos¢ czasowa i pamieciowa



n = |w| dtugos¢ stowa wejsciowego w.

Rozwazamy funkcje f : N — N t.ze f(n) > n.

Maszyna Turinga M, deterministyczna lub nie,

® dziata w czasie f(n) jesli dla kazdego stowa wejsciowego w maszyna wykonuje co
najwyzej f(|w|) krokéw.

® dziata w pamieci f(n) jesli dla kazdego stowa wejsciowego w maszyna odwiedza
co najwyzej f(|w|) komérek tasmy.

Maszyna deterministyczna dziatajaca w czasie f(n) jest catkowita.




Czas i pamie¢ (przyktad)

Deterministyczna maszyna M:
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M dziata w czasie n? i pamieci n.

A gdyby M miata 2 tasmy? I




klasa jezykéw jezyki rozpoznawane przez

DTIME(f(n)) deterministyczna maszyne w czasie f(n)
NTIME(f(n)) niedeterministyczna maszyne w czasie f(n)

DSPACE(f(n)) | deterministyczng maszyne w pamieci f(n)

NSPACE(f(n)) | niedeterministyczng maszyne w pamieci f(n)

Czy wystarczy ograniczy¢ sie do obliczalnych funkcji 7

Twierdzenie

Weszystkie klasy sa wtasciwymi podklasami jezykéw rozstrzygalnych.

Dowad:
Lp == {wpm : wm & Ler(M) 1
L, jest rozstrzygalny, ale gdyby L, = L<f(M), to

VRS LSf(M) — Wpm ¢ Lgf(M)~



Hierarchia

klasa jezykéw jezyki rozpoznawane przez

DTIME(f(n)) deterministyczng maszyne w czasie f(n)
NTIME(f(n)) niedeterministyczna maszyne w czasie f(n)

DSPACE(f(n)) | deterministyczng maszyne w pamieci f(n)

NSPACE(f(n)) | niedeterministyczng maszyne w pamieci f(n)

Twierdzenie

DTIME(f(n)) € NTIME(f(n)) C DSPACE(f(n)) C NSPACE(f(n))

NSPACE(f(n)) € | JDTiME(2 (") zalozenie!

c




Klasy ztozonosci z doktadnoscia do wielomianu

EXPSPACE = |_JDSPACE(2(") = | JNspPace(2~(”)
p p

NEXPTIME = | JNTIME(2”(")
P

EXPTIME = | JDTIME(2"(")
P

PSPACE = |_JDSPACE(p(n)) = [ UnspPAcE(p(n))
p p
NP = NPTIME = [ JNTIME(p(n))
P
P = PTIME = |_JDTIME(p(n))

(p € wielomiany)



Przyktadowe problemy w NP

Problem spetnialnosci formuty zdaniowej (SAT)

Dane: formuta zdaniowa ¢.

Wynik: czy ¢ jest spetnialna?

np. ¢ = (xAy)V-(xA(nyVz))

Dane: formuta zdaniowa ¢ w postaci 3-CNF.

Wynik: czy ¢ jest spetnialna?

np. ¢ (xVy)A(xV-yV-az)

3-kolorowalnosé

Dane: graf G.
Wynik: czy da sie pokolorowa¢ wierzchotki G trzema kolorami tak, zeby

kolory sasiadéw byty rézne?




© Redukcje wielomianowe



Redukcje wielomianowe

Problem K C A* redukuje sie wielomianowo do problemu L C B* jesli istnieje

funkcja obliczalna w czasie wielomianowym
f:A* = B*

taka, ze
weEK < f(w)eL, dlakazdegow € A*.

Ozn. K <, L.

Jesli L<, K toL <, K.

SAT <, 3-SAT <, 3-kolorowalnos¢.




SAT <, 3-SAT

funkcja obliczalna w czasie wiel.: ¢ +—> 1 w postaci 3-CNF J

poprawno$c: ¢ spetnialna <= 1 spetnialna

¢ = (xAy)V(xA(myVz) +— a//\\
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3-SAT <, 3-kolorowalnos¢

funkcja obliczalna w czasie wiel.: ¢ w postaci 3-CNF ~ — Gy
poprawnosc: ¢ spetnialna <= G, 3-kolorowalny }
np. ¢ = (xV-ayVz) A (-xV-ozVu) A ...
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Zamknietos¢ na redukcje wielomianowe

Niech C — klasa ztozonosci z listy ponizej. Jesli L <, K i K € C to L € C.

EXPSPACE

|J pspace(27() [ NsPace(27(")
p p

NEXPTIME = | JNTIME(2P(")

P

EXPTIME = | JDTIME(2"(")
P

PSPACE = | DSPACE(p(n))
P

(L NSPACE(p(n))
P

NP = NPTIME

(UNTIME(p(n))
P



© NP-zupetnos¢



Trudno$¢ i zupetnosc

Problem L jest C-trudny jesli kazdy problem K & C redukuje si¢ wielomianowo do L.

Problem L jest C-zupetny jesli jest C-trudny i nalezy do C.

Jesli K <, L i K jest C-trudny to L jest C-trudny. I

EXPSPACE = |_JDSPACE(2(") = | JnspPacg(2~(”)
p p

NEXPTIME = | JNTIME(2P(")
P

EXPTIME = | JDTIME(2"(")
P

PSPACE = | JDSPACE(p(n))
P

(L NsPACE(p(n))

P

NP = NPTIME = | JNTIME(p(n))
P



NP-trudnosc¢ i zupetnosé

Problem L jest C-trudny jesli kazdy problem K € C redukuje sie wielomianowo do L.

Problem L jest C-zupetny jesli jest C-trudny i nalezy do C.

Twierdzenie (Cook 1971, Levin 1973)
SAT jest NP-zupetny.




Problemy NP-zupetne (przyktady)

SAT, 3-SAT, 3-kolorowalnosé

Cykl Hamiltona

Dane: graf skierowany G.

Wynik: czy G ma cykl Hamiltona ?

Problem plecakowy (szczegélny przypadek)

Dane: zbiér liczb {n1,...,nk} i liczba m, reprezentowane binarnie.

Wynik: czy istnieje podzbior {n;,...,n;} taki, ze nj +...+n;, = m?

Pytanie: A gdyby liczby byty reprezentowane unarnie ?

PCP z ograniczeniem

Dane: ciag par stéw (w1, v1),...,(Wn, va) i liczba k reprezentowana unarnie.
Wynik: czy istnieje niepusty ciag (i1,...,im), m<k , t. ze
Wi oo W = Vi ...V ?

'm 'm




Problemy NP-zupetne (przyktady)

Programowanie catkowitoliczbowe

Dane: uktad réwnan liniowych U o catkowitych wspétczynnikach.
Wynik: czy U ma nieujemne catkowite rozwiazanie 7
np. 2x —3y = -8
3x4+y =9

*

Nieréwnos$é wyrazen regularnych bez

Dane: dwa wyrazenia regularne R, R’ bez *.
Wynik: czy L(R) # L(R')?

np. (a+ b)(a+¢e)b + abb # (a+¢)(a+ b)b + bab?

Problem stopu po n krokach

Dane: Niedeterministyczna maszyna Turinga M i stowo wejSciowe w.

Wynik: czy M akceptuje w po co najwyzej |w| krokach 7




W nastepnym odcinku:

Pamie¢ wielomianowa i jezyki kontekstowe
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