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1 Introduction

In this paper we are going to present some ideas concernig rough functions outlined
in Pawlak (1994). The concept of the rough function seem to be natural extension of
the rough set theory and is needed in many applications, where experimental data are
processes, in particular as a theoretical basis for rough controllers cf. Czogala et al.
(1994), Mrozek et al. (1994) and Plonka et al. (1994).

The presented approach is somehow related to nonstandard analysis (Robinson,
1970) and measurement theory (Orlowska et al., 1984) but these aspects of rough
function will be not considered here.

2 Basic of the Rough Set Concept

Basic ideas of the rough set theory can be found in Pawlak (1991). In this section we
will give only those notions which are necessary to define concepts used in this paper.

Let U be a finite, nonempty set called the universe, and let I be an equivalence
relation on U, called an indiscernibility relation. By I(x) we mean the set of all y
such that xly, i.e. I(z) = [z]}, i.e.- is an equivalence class of the relation I containing
element x. The indiscernibility relation is meant to capture the fact that often we
have limited information about elements of the universe and consequently are unable
to discern them in view of the available information. Thus [ represents our lack of
knowledge about U.

We will define now two basic operations on sets in the rough set theory, called the
I-lower and the [-upper approximation, and defined respectively as follows:

L(X)={e € U:I(z) C X},
I'X)={zeU:I(z)n X #0}.

The difference between the upper and the lower approximation will be called the I-

boundary of X and will be denoted by BN;(X), i.e.
BN;(X)=I"(X) — L(X).

If I*(X) = [(X) we say the set is [-exact otherwise the set X is [-rough. Thus
rough sets are sets with unsharp boundaries.
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Usually in order to define a set we use the membership function. The membership
function for rough sets is defined employing the equivalence relation I as follows:

r_ card(X N I(x))
Hx = cardl(z)

Obviously

uh(2) € [0,1].
The value of the membership function expresses the degree to which the element =
belong to the set X in view of the indiscernibility relation [.

The above assumed membership function, can be used to define the two previously
defined approximations of sets, as shown below:

LX) = (e €U k() = 1),
I'X)={zcU:uk(z)>0}.

3 Rough Sets on the Real Line

In this section we reformulate the concepts of approximations and the rough member-
ship function referring to the set of reals which are needed to formulate the control
problem in the rough set setting.

Let R' be the set of nonnegative reals and let S C R* be a sequence of re-
als x1,29,...,2;,... such that z; < 2o < ... < x; . S will be called a catego-
rization of Rt and the ordered pair A = (R*,S) will be referred to as an ap-
prozimation space. Every categorization S of R* induces partition 7(5) on Rt de-
fined as 7(.5) = {0, (0, x1), z1, (x1, 22), T2, (T2, 23), T3, . .., T4, (Ti, Tig1), Tig1 .. .}, Where
(x;, z;41) denotes an open interval. By S(z) we will denote block of the partition = (.5)
containing x. In particular, if € S then S(x) = {z}. Let @ € (z;,2,41). By S(z) we
denote the closed interval [xz, T;y1], called the closure of S(z).

In what follows we will be interested in approximating closed intervals of the form
[0,2] = Q(z) for any € R*.

Suppose we are given an approximation space A = (R*,S5). (Let us remark that
the categorization S can be viewed as an indiscernibility relation defined on R*).

By the S-lower and the S-upper approximation of Q(x), denoted by S.(Q(x)) and
S*(Q(x)) respectively, we mean sets defined below:

S.(Q(z)) ={y e R* : S(y) C Q(x)}
S*(Q(z)) ={y e RT : S(y) N Q(x) # 0}.

The above definitions of approximations of the interval [0,z] can be understood as
approximations of the real number x which are simple the ends of the interval S(z),

therefore we will use the following abbreviations: S,(Q(z)) = Si(z) and S*(Q(z)) =
S*(z). f X CR* | then A(X) = Sup|lz —y|,z,y € X and will be called the length X
of In particular A(S(x)) will be denoted by Ag(z) and A(X).

In other words given any real number x and a categorization S, by the S-lower and
the S-upper approximation of  we mean the numbers S,(z) and 5 ( ), which can be
defined as

S«(z) = Sup{y € S:y <z}
S*(z)=Inf{ye S :y>uz}
Thus S(z) = (S«(z), S*(z)).

We will say that the number z is ezact in A = (R*,5) iff S.(z) = S*(x), otherwise
the number z is inezact (rough) in A = (R*,S). Of course z is exact iff z € S. Thus
every inexact number & can be presented as pair of exact numbers S,(z) and S*(z) or as
the interval S(x). For example if N is the set of all non negative integers then every real
number x such that non € N is inexact in the approximation space A = (R*,N).



In general if A = (R*,S) is an approximation space then the categorization S can
be interpreted as a scale by means of which reals from R* are measured with some
approximation due to the scale S.

The introduced ideas of the rough sets on the real line correspond exactly to those
defined for arbitrary sets and can be seen as a special case of the general definition.

Now we give the definition of the next basic notion in the rough set approach - the
rough membership function - referring to the real line.

The rough membership function for the set of reals will have the form

o (y) = A(Qgi&f(y)).

The membership function pg(,)(y) says to what degree any element y belongs to the
interval Q(z).

4 Rough Functions

Now we are ready to give the definition of a rough real function, in short rough function.
Suppose we are given a real function f: X — Y, where both X and Y are sets of
non negative reals and let A = (X, 5) and B = (Y, P) be two approximation spaces.
By the (S,P)-lower approzimation of f we understand the function f. : X — Y such
that
fulz) = P(f(2)) for every z € X.

Similarly the (S,P)-upper approzimation of f is defined as
f*(z) = P*(f(x)) for every x € X.

We say that a function f is ezact in z iff f.(z) = f*(x); otherwise the function f is
inezact (rough) in x. The number f*(z) — f.(x) is the error of approzimation of f in
T.

Let A= (R",S) be an approximation space and let {a,} be an infinite sequence of
reals.

We will say that the sequence (a,) is roughly convergent in A iff there exists ¢ such

for every j > 1,S(a;) = S(a;). Si(a;) and S*(a;) are refered to as the lower and the

upper limit of the sequence (a,).
We will say that the sequence (ay,) is roughly periodic in A iff there exists ¢ and k

such for every j > 7, S(a;) = S(aj4x). The number k is the period of {ay}.

Now we give definition of a very important concept, the rough continuity of real
function.

A function f is (S,P)-continuous (roughly continuous) in x iff

f(5(z)) € P(f(2)).

If f is roughly continuous in z for every @ € X we say that f is (S,P)-roughly contin-
uoUs.

The intuitive meaning of this definition is obvious. Whether the function is roughly
continuous or not depends on the information we have about the function, i.e. it de-
pends how exactly we "see” the function through the available information (the indis-
cernibility relation).

Another exemplary definition concerns monotonicity of functions.

Particularly interesting is the relationship between dependency of attributes in in-
formation systems and the rough continuity of functions.

Let S = (U, A), be an information system, where U is a finite set of objects, called the
universe and A is a finite set of attributes. With every attribute a € A a set of values
of attribute a, called domain of a is associated and is donetd by V,. Every attribute
a € A can be seen as a function a : U — V,, which to every object x € U assigns a
value of the attribute a. Any subset of attributes B C A determines the equivalence

relation IND(B) = {z,y € U : a(z) = a(y), for every a € A}. Let B, C C A. We



will say that the set of attributes C' depends on the set of attributes B, in symbols
B — C,ift IND(B) CIND(C). If B — C then there exists a dependency function
feo Vi, x Vi, x oo x Vo, — Vo x V, x ... x V., such that fgc(vi,ve,...,0,) =
W, Wa, ..., W), Hf o(v1) N o(v)N, ..., ﬁa('vn?+ C o(w1) No(w)N,...,No(wy), where
v € Vo,w;j € Vi,,0(v) ={z €U :a(v) =2z} and v € V,. The dependency function
B — C,where B = {by,by,...,b,} and C = {¢q,¢3,..., ¢, } assignes uniquelly to every
n-tuple of values of attributes from B the m-tuple of values of attributes from C.

There exists the following importanat relationship. B — C'iff fg ¢ is (B, C) roughly
continuous.

Many other basic concepts concerning functions can be expressed also in the rough
function setting.

5 Discretization of Rough Functions

The function fs : S — Y such that fs(z) = f(z) for any © € S will be called a
S-discrete representation of f or in short S-discretization of f.

Our main task is to give interpolation algorithms for discrete representation fg
giving the best approximation of f.

Let us first consider the linear interpolation formula. The linear interpolation of f
will be dentoted by f, and is defined as follows:

fo(@) = F(5:(2) + no(s. @) (2)-Af(S()),

where Af(S(x)) = f(5*(z)) = f(S(2)).
The number
|[falz) = f(2)]
f(z)
will be called the realative error of the interpolation of f in x. The maximal error of
interpolation will be called the error of interpolation of f.
If f(S.(z)) and f(S*(z)) are unknown we can use another interpolation formulas

shown below.
1) Lower interpolation

fal@) = P(f(S<(2)) + na(s.@)(2)-A1f(S(x)), where

ALf(S(x)) = P(f(57(2))) = P(f(Su(2))
2) Upper interpolation

F2(@) = P*(J(S.(2))) + s.on (2)-A21(S(x)). where
A”f(5(x)) = P*(f(57(2)) = P*(f(Su(x))

3) Lower cross interpolation
£(w) = P(F(5.(2))) + nags.op(). A°F(S(x)), where
A°f(S(x)) = P*(f(57(2))) = Pu(f(Sx(2))

4) Upper cross interpolation
fal@) = P*(f(S(x))) + paes.@)(@).A'f(S(x)), where
ATf(S(2)) = P(f(S*(2))) = P*(f(Su(2)));

The meaning of the above interpolation formlas is obvious.

We will be also interested in the following problem. Given a function f : X — Y
and a number 0 < ¢ < 1. Find categorizations S and P such the error of interpolation
of f is less than e.



The following algorithm solves the problem.
ro=2z€X
zipr = Sup{x > i+ [f(y) = Po,e(y)| < €} for any y € (z;, 7],

where p,, »(y) denotes the straight line determined by points z;, z.
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