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In designing a modern automatic digital computer it is important
to obtain a possibly uniform organisation of the machine. This not only
; gives a clearer scheme but also helps to eliminate some of the defective
actions,, improves the control and even simplifies the process of con-
structing such a machine. The present paper contains a suggéstion of
a more uniform conception of the arithmetical unit of a digital computer.
Similar investigations, though for a different purpose, have been made
by Shannon [1].

) In the arithmetical units of the digital computers so far constructed,

" many complications, with regard both to organisation and to the tech-
nical aspect, are due to the necessity of performing the basic arithmetical
operations (addition, subtraction, multiplication and division) on numbers
with both signs. This is connected with the practice of representing ne-
gative numbers in arithmetical unit either as a system of digits with
asign (IBM-701, BARK) or by means of a complement (ENTAC, EDSACQ).
In effect, it is necessary to perform one algorithm on signs and another

L on numbers, or to perform complicated and non-uniform algorithms.
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The method suggested here eliminates this inconvenience by intro-
ducing expansions of numbers with a negative basis. As in the case of
a positive basis, an expansion of a real number with an integer basis
g<-—1 is what we call the series '
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i m — being an integer and ¢; a natural number satisfying the inequality

- 0<¢<—g—1, i— an integer, —oo<i<m.
[233] ‘




234 ) Z. Pawlak and A. Wakulicz

It is easy to prove the following theorems on expansmns with a ne-
gative basis.

THEOREM 1. Every real number has an expansion with the 'intége»r,

basis g<—1.

THEOREM 2. If a mumber has a finite expansion, that expansion is
unique.

THEOREM 3. Expansions of real numbers with the integer basis g <— 1
are unique, with the exception of numbers a of the form

B9 _ C- gt
=B O
where E=41 and C and k are any integers. These numbers have two di-
stinet infinite expansions.

On the basis of these theorems we can formulate the algorithms
of the basic arithmetical operations on expansions of numbers with an
integer negative basis. Since most arithmetical units of existing digital
computers compute on expansions with the basis 2, we shall confine
ourselves to giving the algorithms of operations on expansions with the
basis —2, which, moreover, will facilitate to some extent the comparison
of the method here presented with those hitherto applied. It should
be observed, however, that it presents no difficulties to arrive at analogous
algorithms for expansions with any integer basis g<—1.

Algorithms of basic operations

Let us take two numbers: a= ) a(—2), f== Z bi(—2). Let their
' . i=—nm i=—ny

ms

sum be a+f=y, y= D &(—2), where nj,m; are non-negative integers

(i=1,2,3) and a,-',b,-,cg= 0,1.
The carry p;, which occurs in adding two digits, a; and b;, will
be defined in the same way as in the case of a positive basis:

¢;+pi(—2)=a;+b;+pj.

The above iteration formula obviously gives for p; the values 0, 1
and —1. This observation makes it possible to arrange the following
addition table:

a; 0 01 1 0 0 1 1 0 0 1 1
b, 0 1 0 1 o0 1 0 1 0 1 0 1
pia 000 O 1 1 1 1 —1-1-1-1
e, 01 1 0 1 0 0 1 1 0 0 1
p; 0 0 0—-1 0—-1-1-1 1 0 0 0
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This algorithm is more complicated than the algorithm for the sum
of two positive numbers but, on the whole, not more difficult than the
normal one, in which we must perform the operations on signs separately.
Its advantage is that it treats all places in a number in the same way.

The algorithm of subtraction is easily reduced to addition by the

formula
a—b=a+b+(—2)b,

which is easy to carry out, for it is obvious that (—2) b is a shifting of
number b one place to the left. For a number opposwe to @ we can give

a sumla.r formula: :
- —a=a+(—2)a.

Of course, this method of earrying out subtraction is not always
useful (e. g., in working with machines having fixed points). However,
listing a subtraction table is as easy as in the case of addition with a ne-
gatlve bas1s

We have already mentioned that multiplication, by the basis, of an
expanded number with the basis —2 results in its shifting one place to
the left. It follows that the algorithm of multiplying numbers with the
negative bagis —2 is identical with multiplying positive numbers by the
basis 2, provided the addition is performed according to the algonthm
given at the beginning.

We shall now give the algorithm of division, which presents a dif-
ferent idea from the nmormal ones. With regard to the use of algorithms
with a negative basis we wish to simplify as much as possible the me-

*. thod of investigating the remainder in division.

- We define o« and g as above. Write
N(a)=max[a, - 2™™M,...,0;2},...,8,2™] and a=(—2)a

The initial value of the subtracted divisor a, is found from the re-
lation N (ﬂ) N (ap). The algorithm of forming the quotient f: a=w= 2 w;

=p
is found by defining w; in the following way:

1° Perform “the subtraction

Vi— 0p="0i41,
where
v=p.

a) If N(v;11) >N (ax), then w;=0; we must then replace k by k—1
and perform 1°.

b) If N(viy1) =N(ax), then w;=(—2); we must perform 1° re-
placing ¢ by 74 1.

c) If N(vi11) <N(v;), then w; =+ (—2)*; we must then replace k
by k—1 and ¢ by ¢-+1, and perform 1° :
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This algorithm, although fairly comphcated does not seem more
difficult to realise than those normally used.

.
Final remarks

There are a few small points that should also be observed with re-
gard to the negative basis. In the present systems of representing num-
bers in the machine, the appearance of two zeros has often been very
troublesome (e. g., +0 and —0 or 1.111111... and 0.00000). In the system
which we are suggesting there exists only one 0. Consequently the eli-
mination of one of the zeros causes that, for the fixed numerical inter-
val (e. g., |¢| <1), the zero is not its centre but divides it in relation 2:1.
However, the asymmetry with respect to zero does not seem to be
a drawback of our principle. -

It will be observed, moreover, that the greatest advantage of the
proposed principle of expanding numbers in a digital computer is the
avoidance of the necessity of performing some operations on digits and
other operations on signs; consequently, we avoid in the arithmometer
any information of the nature of incoming symbols, which is a great
drawback of realisations in series. In effect, we can reduce the number
of systems with different actions in the arithmetic unit.

The use of expansions with a negative basis makes it,possible to
record real numbers solely with the aid of signs Wh],ch are interpreted
as digits.

In the pr1nc1ple here proposed the algorithm of multlphca,tlon is
distinetly better, other algorithms do not seem more difficult than those
normally used. However, they, are all built on a uniform idea, which
implies a simplification of the logical scheme of the machine and makes
for a reduced probability of an incorrect action. This involves better
control — “manual” or automatic — of the performance of the arithme- .
tic unit. ‘
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