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1 Introduction

The aim of this note, which is an extenssion of the article [4], is to give few remarks on some properties of
discrete dynamic systems (DDS). By a DDS we will mean a finite set A = {a;,a2...a,} of elements called
discrete elements. We assume that every discrete element can assume one of the its possible internal states from
the set V,. Besides, suppose that all the discrete elements change their states according to some fixed rules.
We will briefly discuss the following two problems.

Suppose that the system is observed by an observer, who does not know the rules governing behavior of the
system and he wants to derive them from the observed data. This process will be called an ezplanation of
data (system analysis). Two approaches are here possible, the closed word assumption (CW A) and the open
world assumption (OW A). In the case of CW A we assume that the observation contains all possible system
behaviors, which characterize uniquely the intrinsic system mechanism. In other words the observation contains
the whole knowledge about behavior of the system. In the case of OWA we assume that paitial observation of
the system only is available, i.e. the observer does not have the whole knowledge about the system behavior.
We will deal here only with closed system.

The second problem, called system specification (system synthesis), consists in giving an algorithm which
implements, in hardware or software, the system according to given specification of system behavior.

We will illustrate these ideas by an intuitive example of distributed traffic signals control. Let us consider a
very simple intersection (T-intersection) shown in Fig. 1. '

b®

a® c®

® - TRAFFIC SIGNALS
3 - SENSORS

Fig. 1

We assume that a distributed control algorithm supervise the traffic on the basis of local conditions and that
the f:onditions are determined by sensors placed in lanes and indicating the desired turn of a car approaching
the intersection. For the sake of simplicity we omit many important factors, needed in a real-life control, e.g.,
traffic intensity, the busiest directions, length of the green period in each direction etc. Distributed control
means that the control cycle is not fixed but it depends on the situation on the intersection ‘

Suppose that the observer has recorded his observations as shown in Table 1.
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State { a | b | ¢

1 1{1]0

2 01210

3 0|02
Table 1

Columns of the table are labeled by;d, b and ¢, denoting the traffic signals, rows are marked by numbers 1, 2
and 3 denoting the possible states of the observed system, whereas entries of the table 0, 1 and 2 denote colors
of the traffic lights, red, green and green arrow, respectively.

2 Explanation

Using methods offered by set-theory [1,5,7,13], not presented here, we get from the table the following control
rules

~ boVby — ag

} bh — a
Cy — bo

a — b1

aoCo — be

bl \% bz — (g

bo — ¢

which explain behaviour of the system (see also [4]).
Thus explanation of observed phenomena (processes, etc.) consists in deriving decision rules from the observed

data.

3 Specification

Suppose now that Table 1 is not a result of observation but represents a set of requirements, which specifies
the control algorithm. In this case we can also derive the same set of decision (control ) rules from the table
(specification) and used them as a basis for control algorithm design, which can be implemented in software or
hardware. In the second case we can obtain from the decision rules a controller (switching circuits) presented

in Fig. 2.
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Fig. 2

We use here the standard notation for switching circuits. Particularly, the discrete elements, corresponding
to a, b and c are bi-stable or three-stable devices (flip-flops) represented by squares. The complete controller is
presented in Fig. 3.
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Fig. 4

i.e., both want to turn left. This causes conflict, since c; — by and b, — ¢, (states c; and by do not occur simul-
taneously in the specification table) Hence special means to resolve this kind of conflicts must be incorporated
in the method, but we will not discuss this issue here.

4 Conclusions

Formally, both explanation (of data) and specification (of processes) are seemingly similar problems. They
consists in deriving decision rules from data, representing observation or specification of certain processes. The
obtained decision algorithm (set of decision rules) can be used to explain the system behavior or can form a
basis for controller design.

It seems the proposed idea can be used as basis for a certain class of control system design. Besides, after
some extension it could be also used for software specification [2].

In general, the proposed approach can be also seen as method for concurrent system specification, similar to
that offered by Petri Nets [3,6,8,9,10, 11,12].
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