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Summary. Any set Z of attributes in an information system defines an equivalence Z on the set
X of all objects; the blocks of Z are sets of objects thut are indiscernible by means of attributes in 2.
If Z, Tare sets of attributes and if any block of Z is a subset of a block of T, the set Tis said to be
totally dependent on Z. In the general case, only some blocks of Z are subsets of blocks of T Union
of blocks of & such that any of them is a subset of a block of Tis a subset of X: the ratio of the
cardinality of this set to the cardinality of X expresses the dependency degree of Ton Z. The
present paper includes some resulis concerning this dependency degree. A distance function is
defined on the basis of dependency degree.

L. Introduction. Let (X, A, V, f) be an information svstem (see [1-3]), ie. X,
A, V are finite nonempty sets and f is a mapping of X x A into V. Elements in
X are interpreted to be objects, elements in A-attributes, and elements in V are
considered to be values of attributes; f(x, a) = v means that the attribute a has
the value v for the object x. For any Z <= A, we put Z = {(x, y)e X x X;
f(x,a)=f(y, a) for any acZ].

If (x, y)e Z then the objects x, y are indiscernible by means of attributes in
ZIMZ=A Te A and Z = T, then any objects indiscernible by means of
attributes in Z are indiscernible by means of attributes in 7T, i.e. the ability of
Z to discern objects is greater or as great as the same ability of T. The set T is
said to be dependent on Z. We can express it by saving that any indiscernibility
block of Z is a subset of an indiscernibility block of T

Such a situation occurs only exceptionally. In a general case, only some
indiscernibility blocks of Z are subsets of indiscernibility blocks of T. Union of
indiscernibility blocks of Z such that any of them is included in an
indiscernibility block of T is a subset of X; the ratio of the cardinality of this set
to the cardinality of X expresses the dependency degree of T on Z.

The present paper includes analysis of this partial dependency of attributes.
This analysis is based on some operations and relations on the set of all
systems of nonempty subsets of a fixed set U. Some theorems concerning
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dependency degree can be considered to be the main results of the paper. An
example completes the investigation. A distance function is defined on the basis
of dependency degree.

2. Operations with set systems. Let U be a set. We denote by H-the set
whose elements are all systems of nonempty subsets of the set U;
T-the set whose elements are all disjoint systems of nonempty subsets of the
set LJ;
M-the set whose elements are all decompositions of the set U.
Clearly, R = D = 1.
We define an operation + on the set ¥ as follows: for any P9 and any
QeIN, we put P+Q = {pe P, there exists g Q with p < g}. Clearly, P+Qel.

2.1. ExampLe. Put U={p g r} where p#qg#r#p P={{p}}
@={{p.q}}, R={{p.r}}. Then P+Q=P, P+R=P and, therefore,
(Px@)+«R =P. On the other hand, 0+R =0, P+@ =0 and, hence,
Px(Q+R) = @. It follows that the operation = is not associative, O

2.2. ExampLE. It is easy to see that P»Q = P for any Pei and any
Qe ]

For any Pe I and any Q €M, we put P < @ if and only if P=Q = P. By 2.2
we obtain

2.3. LemMa. For any PeR and any Qe the conditions P < Q and
P= P+Q are equivalent. o

24. Lemma. If P, O, R are in M and Q < R holds, then Px(Q = P=R.

Froof If re P+Q, then t= P and there exists ge Q such that 1 = g. Since
Q = @Q+R, there exists re R such that g = r and, hence, t = r. Thus, te P+R.

Forany Pedi and any Q= W, weset PAQ = [prg, peP,qeQ, prg # O}
Clearly, P~ Qe u]

2.5. THEOREM. Relation < is an ordering on D and inf{P, Q} = P A Q holds
Jor any PeD and any Q1.

Proof. Reflexivity of < on T is obvious. If P, ¢, R arein D and P< Q,
@ < R hold, then P = P»Q = P+R by 2.4 which implies P < R by 2.3. Thus,
= is transitive,

If P <Q, Q< P hold. then P <= P+(. Q = Q+P by 2.3. Thus, to any pe P
there exists ge such that p< g and to geQ there exists p'e P such that
gq=p. Thus, p< g< p'. Since p, g, p° are nonempty and PeD, we obtain
p = p’ which implies p = g. We have proved P = Q. Similarly, we prove Q = P
which implies that P = Q. Therefore, < is an antisymmetric relation.

For any Pe D and any Qe D, we have P A Q = (P » Q)+ P because prg = p
holds for any pe P and any ge Q. Thus, PA Q < P by 2.3. Similarly PAQ < Q
holds and, hence, P ~ Q is a lower bound of the set {P, Q}. R < Pand R < Q
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hold, then R = R+P, R = E=0Q hold by Lemma 2.3, Thus, for any re R, there
are pe P and geQ such that r = p, r = g which implies that r = pngeP A Q.
Thus, R = R+(P » Q) which implies that R < F A Q by Lemma 2.3. Tt follows
that PAQ is the greatest lower bound of the set {P, 0}. )

26. CoroLLARY. If P, Q, R are in D, then the following assertions hold:
(i) P+(QAR)= P20,
(ii) O A(ReP)<(Q A R)«P.

Proof By 2.5 we have QAR < Q and (i) follows by 24.

If teQ A(R»P), there exist geQ and re R+ P such that t = grvr. Further-
more, re R and there exists pe P such that r = p. It follows that te Q@ A R and
t =r=p which means t(Q ~ R)+P and (i) holds. o

If &, B are equivalences on U, then a~f is an equivalence on U as well. It
follows that Uy, U/f, Uz~ f are in . Then following Lemma is obvious:

2.7. Lemma. If o, f are equivalences on U, then Ufarf = (U/x) A (U/f.o

3. Attributes and their properties. Let (X, A, V, [} be an information system.
In the Introduction we have defined the equivalence relation Z on the set X to
any set £ = 4. Thus, ~ is a mapping assigning an equivalence relation on the
set of all objects to any set of attributes. We now present some properties of
this mapping.

The following property is well-known:

—
3.1. LEMMA. For any P= A and any Q = A, we have PuQ = Pn{. o

3.2 TueoreMm. If P, O, R are subsets of A, then the following assertions hold:
(i) X/P+X/QuR < X/P+X/0,
(ii) X/ ~(X/RsX/P)= X/OQOR*X/P.

Pl‘j]ﬂl'. _We have X/PsX/QUR = X/P+X/0nR = X/P+(X/Q A X/R)
= X/P+X/Q by Lemmas 3.1, 2.7, and 2.6(i) which is (i). Furthermore, X /0 »
AMX/BeXP) s (X/OAX/R)2X/P=X(0nR)+X/F=X/0OUuR+X/F by
Lemmas 2.6(ii), 2.7, and 3.1 which is (ii). 0

4. Partial dependency of attributes. Il P is a system of sets, we denote by | |P
the union of P, ie. | /P =|){p: peP}.

4.1. LemMa. If Qe® and PeD, then | J(QAP)=|]P.

Proof. For any xe U, the condition X-EU[QA P) 15 equivalent with the
existence of pe P such that x € p because an g € Q with x £ g always exists. Thus,
xe| J(Q A P) is equivalent with xe| P which is our assertion. 0
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4.2. Lemma. If Pe, QeD, ReM, then | J(P*Q)n| J(O#*R) = | J(P*R).

Proof If .\:EU{P:QM U[Q*RL there are pe P, geQ. q'Q, reR such
that xep= g, xeq =r. Since Q& D, we have g = ¢’ and, thus, xepsgcr
which implies that xe| J(P+R). u]

For any set ¥, we denote by card Y the cardinality of ¥. Let (X, A4, V, f) be
an information system and P= 4, 0= A, If

= ard(JX/P+X/0))
~ cardX '
then we put P —"(0 and the set  is said to depend in the degree k on the set P.

4.3. ExampLE. P —'Q holds if and only if F = (. Indeed, P —'Q holds if
and only if X = | J{X/P=X/0Q) which means thu__t I'urman}r pe X/P, there exists
ge X/Q with p = g which is equivalent with P = Q. o

44. ExampLe. P—°Q holds if and only if X/PuQnX/P = @. Indeed,
p—"0Q holds if and only if U[;{I.-"P's X/J) =@ which means that for any
pe X/ P there exists ge X,/ with p < q, i.e. for any pe X,/P and any ge X/{ the
condition pryg # p holds. This means that (X/P A X/0)n X/F = @; the last
condition can be expressed in the form (X/F~ Q) X/F = @ by 2.7 and in the

form X/PuQ@nX/F=@ by 3.1 |

For any P= 4 and any Q < ‘A there exists exactly one k with 0 <k < |
such that P =*Q. If P="'(, the set Q is said to be totally dependent on the set
P; if P-"Q, the set Q is called totally independent on P.

5. Properties of dependency degrees

5.1. THEOREM. If (X, A, V, [} is an information system and P, (0, R are subsets
of A such that P-*Q, P—'R, P-"QuUR, then m < min{k, I}.

Proof. By 3.2(i), we have card(| J(X/P*X/QUR)) < card(| (X /P+X/Q))
which implies that m < k. Similarly, we obtain m <! which implies the
assertion. o

5.2. Tueorem. If (X, A, V. [) is an information system and P, Q, R are subsets
of A such that Q—*P, R—'P, QUR—"P, then m = max [k, I}.

Proof. By lemmas 4.1 and 3.2(ii), we have card{U[Xfﬁ:X,-"ﬁ]}
= card(|_J (X/Q(X/Rs X/PF))) < card(| J(X/QUR=*X/F)) which implies that
[ < m. Similarly, we obtain k < m which implies the assertion. u

5.3. Tueorem. If (X, A, V, [)is an information system and P, Q, R are subsets
of A such that P=*Q, Q—'R, P="R, then m = k+I—1.

Proof If B, C are arbitrary sets, then cardB+cardC = card(BuC)
+card(BnC). We put B = [ J(X/P»X/0), C = | J(X/0«X/R). It follows by 4.2
that BAC < | J(X/P+X/R). Thus, we obtain that k+/<1+m because
BuCc X, m|
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6. Example. Let us have X = {Burke, Clark, Jameson, Kellog, Newman},
A = {sex, age, hair}, V' = {male, female, young, middle, old, black, blond}.
Suppose that f is given by Table 1:

TABLE 1
Sex Age Hair
Burke male middle  blond
Clark male young  black
Jameson  [emale YOUmE blond
Kellog  male old black

Mewman female middle  blond

We put P = {age, hair}, Q = |age, sex|, R = {hair, sex]. We denote any person
in X by its imitial letter; then

X."llﬁz r{B! NL {C}, :J}! '“{::}'
" X/0 = {{B}, {C}, {7}, {K}, {N}},
XI.I“R = {-{H,, i } {J, N}}

Clearly, X/0=X/P, X/0+X/0, XIQ'*X,“E are equal to X/ which implies that
[t X.'Q*XIF} IJX/G+X/Q), | J(X/F+X/R) equal X. Thus, @—"'P, Q—"'Q,
Q—'R. Furthermore, X/P+X/0 = {[C}, [J},{K}] = X/P+X/R. 1t follows
that |J(X/P+X/0) = {C, J. K} = b{xm*x R). Thus, P—%%Q, P-°SR,
P'P. Finally, X/R+X/0={(B}] = X/R«+X/P. Thus, |J(X/R+X/0)
={B] = U[Xfﬂ'tx,fﬁ] and, therefore, R—-" . . R —-"2P, R—'R. We obtain
Table 2:

TABLE 2

EPogOR

P 10 05 06
g 10 10 L0
E 02 02 10

Clearly, X/QUR = [{B}, {C}, {J}, {K}, IN}} = X/0. "It follows that
P="%0QuUR. Since P—r“Q P—r“R the inequality of Theorem 5.1 is
satisfied. Similarly, QUR—'P. Since Q—'P, R—"?P, the inequality of
Theorem 5.2 is satisfied. Finally, P—°°0, 0 »'R, P-"%R and the inequality
of Theorem 5.3 is satisfied.

7. Distance function. Let (X, 4, V, f) be an information system and suppose
that Z= A, T= A. If Z—=*T holds, we set a(Z, T) = 1 —k. Furthermore, we set
e(Z, T) = 1/2(e(Z, T)+ (T, Z)).
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7.1, Tueorem. If (X, A, V, f) is an information system and P, P,, Q, Q. R are
arbitrary subsets of A, then the following assertions hold.
M o0<elP,A<1,
) g(P, P)=10
(iii) g(P, Q) =0 if and only if P =0,
(iv) g(P, Q) =¢lQ, F),
(v) o(P, R) < ¢fP. Q) +¢(Q, R),

(vi) If P=P,.0 = 0,, then (P, Q)= ¢(P,. Q).

Proofl. Since P—*Q implies 0 < k < 1, we have 0 £ (P, Q) < 1; similarly,
we obtain 0 < #(Q, P) = | which impiies (i}. Furthermore, {ii) follows from the
fact that P—'P holds. If g(P, @) =0 then a(P, Q) =0, a(Q, P}=0 which
:IITI|3'|.IE5 that P—'Q, 0 —'P which means F = § by 4.3. On the other hand

= @ is equivalent with P—'(Q, Q —"P by 4.3 which implies that g(P, Q) =
Thus, (iii) holds. Property (iv) follows from the definition of g. Furthermore, if

glP,0)=1—k (0, R)=1—1|, a(P, R)=1—m, then m = k+[—1 by 33 It
follows that 1 —=m < 2—k—1[ which implies that (P, R) < a(P, Q)+ a(Q, R).
Similarly, #(R, P) < (R, Q)+ a(0Q, P\ these inequalities imply (v). Finally, if
P=P, 0=0, then p(P,.P)=0, p(Q,Q,)=0 by (i) and ¢(P,, Q,)
< g(P,, P)+g(P. Q) < ¢(P,. P)+e(P, Q)+2(Q, Q,) = (P, Q) by (v). Slmlla
rly, we obtain p(P, Q) < ¢(P,. 0,) and we have (vi).

Put B(4) = {Z; Z = A}. Forany Zc B(A) and any TeB(4)weput Z=T 1f
and only if Z = T Then = is an equivalence on B(A). For any Z € B(4)/ = and
any Te B(A)/ =, we set 8(Z, T) = p(Z, T) where Ze Z and Te Tare arbitrary.
By Theorem 7.1(vi) this definition is correct and by Theorem 7.1, 4 is a distance
function on B{A)/ =.

7.2, ExampLE. If the information system (X, A, V, /) and the sets P, ¢, R are
the same as in Example 6, we have p(P.,0)=02 p(P.R)=
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M, Hopornw, 3. Masnag, Yacreman sasscasmocT BpHIHAKOE

Jna kakaoil nape £, T MHO®ECTRE NPHIHAKCE HHOOPMAITHOHHOHE CHCTEMB! OMPEIETRETCE
crenedk sasmensmoctd T ot 2. HaywaioTea OCHOBHBIC CROMCTR CTCNECHEH 3aBHCHMOCTH.



