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Abstract. UWe study a simple model of learning nprocess

over an information syatem,

K ey words: learning, information svstem, defi-

nability.

In varigus applications of computer science and in nag-
ticular in artificial intelligence, learning process iz stu-
died.

Some aspects of this process can be described as follows:
we try to determine if an (unknown) notien P can be described
in terms of (known) notions P(1},P(),...,Pin}l. If so, we try
to find an (efficient) definition. Otherwise, when we find
that the notion P cannot be defined in terms of P{1),...,Pinl,
we also get sowe benefit, namely we recognize the need to

introduce a new notion.
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% simple model of this process is presented in this
paper.

First of all let us explain what the words “one-dimen-
gional learnino” mean. One-dimensicnal means that we deal
with the elements of underlying space and not with pairs,
triples ete. of such elements. By learning we mean the follow-
inc process: Given n predicates, PL1),Pl)suFPlnl lof the
gpace ¥ of ohjects) and an unknown predicate P, we trv to
decide if the predicate [ 15 expressible in terrms of predi-
cates Eg11,...,0n), and if so then in what form.

To this end we visualize the learnine process as fol-
lowa:

There are two “actors" of the learnino process: The
expert (¥) and the student (8). We assume that the studant
iz able to classify each object of the space X according te
the predicates F(1},...,P(n), whereas the expert is ahle +o
classify the elements of X not only with repsect to
P{1},...,Pinl, but also with respect to the predicate T.

The learning game G{1) is performed as follows:
Flayers & and E make consecutive moves. Player £ at his
mave picks either an element xg X or a Boolean expression
BIP[1},..:,Pin}}. The player E answers with a Boolean walue
Tor F.

The answer of the player E 15 determined as follows:
If the player 5 chooses an element xe& X, .then the nlaver
E answers with the truth walue of the sentence P(x). If E
chooses BIPF{1},....P{n]), then E answers T 1f P = R(PL1),
ee.,PIn)} otherwisze he answers E. The game is finished after
S makeg a move of the form BI(F(1)},...,Fi{n}). If E answers

T to this move, 5 wins. Otherwise E wins. E also wins if the



game lasts interminately.
We have the following fact:

Proposition 1: The player S5 possesses a winning stra-

tecy in the game G(1) if and only if therc exists an expres-
slon B(P(1),...,Pin}} such that P = B(P(1),....Pin)).

Froof: 1) Assume, that 5§ possesses a winning strateay.
Then in particular 5 wins; Hence there iz a desirahle ex-
pression BI{P{1),...,Pin)). ¢) Let us describe a strateqy for
5. If this strategy fails, there is no winning strateqy
for B8,

Let A be the partition of X into the constituents of
P(1},...,P{n) i.e, the partition consisting of sets of the
form e(1)P{1}N ...Nn e(n)P(n) where e(1),...,elnl¢ 47,1} and
OF = X = F, 1P e P,

The player § plavs as follows: He picks one element

x(e(1),...,e(n)) from each nonempty constituent e(1)E({1) A

«+.MNe(n)Pin), and plays them consecutively one after another.

After he has played them all, he forms an expression of the
form B(R(1),...,P(n)) =W et B(NA ... Aeln)P(n): The
answer of E for xlel1),....e{n)) was f}.

We claim that 5 wing in our game if he wins after play-
ing BIF{1},...,P(n}). The proof of this eclaim is left to
the reader, @

If the player 5 played according to our strategy and
lost, then the predicate P is not expressible {n terms of
Elli,...,P(n) and we have to form a new concept.

Notice that the playing of above stratecy decides the

game in at most exp(:,n)+1 moves.

a5
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The learning process may be described also by another
learning game between the expert and a gtudent: In this aame,
G2}, the player § choses either a Boolean expression
BI{F(1),;-..,Pin)) or & special symbol % _ The plaver E possess—
es now 6 possible answers: 1, if B(P(1),...,BFIn)) €F, =1 If

BIB(1),...,PIN}))E =B, O if B(PI1),...,PIn))§EP and

BE(1),es PIn b€ =R, T 1f B(E(I},. .. PB)) = F and in the
sase whan § chooses * , E angwers T if P is not expressible
jn terms of E(1),...,FPIn), F otherwise.

g wins at the move k, 1f E answers T to his move. 5
wins if he wins in some MOVE. otherwise E wins.
In the case of the game Gli), the situation is different

from that of the game Gi1}.

Proposition 2: The player 5 possesscs a winning strateqy

in the game G(Z).

Proof: Here iz a winning strateqy for 5: He consecutive
constituents. If at any cime he gets the answer T, he has al~
ready won. If at sowe tlme he gets the answer O, he plays
at hie next move. If he gets -1 or 1 for all his meves (at
which he plays constituents}, then subsequently, he forms the
expression: {%hu?{pl1iﬂt1:ﬂ ...Aeln]Pin): E hag answered 1
to the move at which S had played e(1)P{1] A oo A einiBind
and plays it.

Wie leave it to the reader to check that this is in fact
a winning strategy for 5. =

Let us look at an example: The student is able - say -
to recognize one color (red - non red), one shape [sgquare =

non=squarel and one material {wood - nonwood) . He foarms
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Boolean expressions like: -[{ R -W} (5 W], eor

(R -5 ) -HW

He cets answers of the following sort:

= correet objects

= wrong objects

= some good, Some wrong

= right definition.

After some tryving student may convict himself that
the unknown predicate is undefinable. He then plavs * , get-
ting one of the following answers:

= you are right, P is not definable

= you have guessed wrong, P is definable

In the context of the so-called rouch sets (see [FP]
or [M=F]), the game G(.) has a quite natural interpretation:

If 5 plays according to the "constituent" strateqy
and then forms the expression (%), then he gets the associated
interior {(with respect to the information svstem associated
to B(1),...,Fln)). The expression B = W{;Empnm... A

e(n}Pin) : E has answered 1 or 0 to the move at which S
plaved e{1]P[IIﬁ..+de{an[n]} corresponds to the closure
of the unknown predicate P.

If the universe X changes in time, then onlv a few

things can be said about the learning process. Here is one:

Froposition 3: Congider <X,P{1),...,Fin)> and
<Y, 001 pesa,QIn)>, where P 43 & restriction of Qc¥ to
X, i.e. PcX, Q€Y, PsQ X. Then: if @ 1is definable in
terme of Ui{1),...,0In), then P 1s definable in terms of
P(1),...,F(n) and the same definition serves as that of

P in terms of P(1),...,Pin).
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gyrollary= Under the assumption of Proposition 3,
if P is not definable in <X,P{1),...,P{r)> then 0O is
not definable in  <¥,001) ..., 0(0)>.

Eneluisne

Unfortunately the predicates F(1),...T(n} may happen
ta be somewhat fuzzy (not necessarily in the sense of "fuzzy"
sets but, perhaps they are defined with respect to some other
set of truth values). Can we then extend our learning procega?
The situation seems to remind one of the Lipski's scheme of
incomplete informatien (in case when P{i) "B are only approxi-
mated) .

In case of two-, and generally many-dimensional learn=
ing processes, when quantification {and, hence, full powsr

of relational algebra is available), learning cannot be de-
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