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Summary. An information system which describes patients with duodenal ulcer treated by
highly selective vagotomy (HSV}) is analyzed with the concept of rough sets. The information
svstem is a knowledge base in the form of a table composed of 122 rows corresponding
1o patients and 12 columns cbrresponding to attributes; the first 11. attributes concern
anamnesis and preoperative gastric secretion examined with the histaminic test of Kay;
the last attribute defines classification of patients according to long term results of operation
evaluated by a surgeon in the modified Visick grading. Using manipulations based on the
rough sets theory, the information system is reduced so as to get a minimum subset of
attributes ensuring an acceptable quality of the classification. A “model” of patients in each
class is constructed upon the analysis of values adopted by attributes from this subset.
Then the reduced information system is identified with a decision table, assuming that the
attributes in the minimum subset are condition attributes and that the 12-th attribute is
a decision attribute. From this table, a decision algorithm is derived, composed of 39 decision
rules. The algorithm and the models can be heipful in decision making concerning the
treatment of duodenal ulcer by HSV.

1. Introduction. Highly selective vagotomy (HSV), also called proximal
gastric vagotomy, is a method of treatment of duodenal ulcer which consists
in vagal denervation of the stomach area secreting hydrochioric acid. Its
theoretical basis, respecting the pathophysiology of the digestive system, was
created in the 1950s [81, but first operations were performed in 19704[2, 111
Fifteen years of experience with highly selective vagotomy have proved it
to be a safe method of treatment of duodenal ulcer which resulted in a small
number of complications with very low mortality (4, 5, 97]. For this reason,
highly selective vagotomy is still in the field of interest and under intensive
study.
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The concept of rough sets introduced by Pawlak [16] proved to be an
effective tool for the anulysis of information systems describing a set of objects
by a set of multi-valued attributes. In particular, in the case where the
set of objects 1s classified subject to an expert opinion, this approach
enables one to deal with two basis problems of information systems — how
to reduce the set of attributes to a subset ensuring an acceptable quality
of the classification and how to derive decision rules from the information
system.

In [20] we applied the rough set approach to a set of 77 patients with
duodenal ulcer treated by highly selective vagotomy in the Department of
Surgery at the F. Raszeja Memorial Hospital. Each patient has been described
in terms of eleven attributes concerning anamnesis data and preoperative
gastric secretion. A surgeon classified the patients from the point of view
of long term results of the operation into four classes corresponding to the
known Visick grading.

Using the method of rough classification, we have found the minimum
subset of attributes significant for high quality classification. Basing upon
analysis of the distribution of values adopted by attributes from the subset
in particular classes, we have constructed “models” of patients for each class.
The “models” corresponding to good results of the operation have determined
indications for treatment of duodenal ulcer by HSV.

Between 1977 and 1985, out of 165 HSV patients of Surgical Department,
122 took part in the follow-up program. As the information system has
grown, a natural question has arisen whether the results obtained in [20]
will be consistent with results for a larger sample of patients. In [6] an
answer to this question was given, showing a very high consistency of the
obtained results.

In this paper, we want to make another step forward; using the rough
sets approach we will derive the decision algorithm from the information
system composed of the 122 HSV patients. This algorithm, together with the
“models” of patients, can be helpful in decision making concerning the treatment
of duodenal ulcer by HSV.

In the next section we present basic notions of the rough sets theory
and in section 3 we give more information about HSV. Then, in section 4,
we describe the information system, and in section 5 we look for the minimum
set of attributes ensuring an acceptable quality of classification. In section 6,
the “models” of patients in each class are defined, and in section 7, the
decision algorithm is derived from the information system. Indications for
treatment by HSV, as well as a summary of results, are presented in the
last two sections.

2. Basic concepts of rough sets theory. In this section we summarize the
rough sets theory created by Pawlak in the 1980s (see the relevant references
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at the end of the paper). The summary is limited to the concepts used in
the presented application. The formal presentation is preceded by an
informal comment on the rough sets approach.

2.1. Introductory remarks. A rough set is a mathematical model used 10
deal with an approximate classification. The classification concerns a set of
objects (patients) described by a set of atiributes, ie. properties of objects
(anamnesis and names of medical tests), and the set of descriptors which is
the set of values for each pair (object, attribute). Objects, attributes and
descriptors are three basic components of an information system which can
be presented as a table with rows corresponding to objects and columns
corresponding to attributes. Each row of the table contains values of particular
attributes and a class number ascribed by the expert to the corresponding
object.

Given an ordinary equivalence relation, viewed as an indiscernibility
relation between objects, which thus induces an approximation space made
of equivalence classes, a rough set is a pair of a lower and of an upper
approximation of a set in terms of these classes of indiscernible objects.
In other words, a rough set is a collection of objects which cannot be
precisely characterized in terms of the values of a set of attributes, while
a lower and an upper approximation of the collection can be characterized
in terms of these attributes.

Using the rough set approach we can deal with two major problems:
(a) reduce redundant objects and attributes so as to get the minimum
subset of attributes ensuring a good approximation of classes and an
acceptable quality of classification, and (b) derive rules from the information
systems, which relate the minimum subset of attributes (called conditions)
to a particular class number (called decision). :

An analysis of the significance of a subset of attributes for the quality
of classification could be compared with a correlation analysis; the latter,
however, examines the correlation between only two selected attributes, e.g.
a medical test and the class numbers [22], so its results are less useful

2.2. Information systems. By an information system we understand the
4-tuple S=(U,Q,V,0), where U is a finite set of objects, Q 1s a finite

set of attributes, V = U V, and V, is a domain of the attribute ¢, and
qe Q)

0:Ux Q- Vis a total function such that ¢ (x, g)eV, for every geQ, xeU,
called information function. Any pair (¢, v), g€ Q, ve V, is called descriptor in S.

Thus, an information system may be considered as a finite table in which
columns are labeled by attributes, rows are labeled by objects, and the
entry in column ¢ and row x has the value ¢ (x,g). Each row in the
table represents the information about an object in S.

2.3. Indiscernibility relation. Let S = (U, Q, V, ¢) be an information system



230 J. Fibak et al.

and let P =Q, x,yelU. We say that x and y are indiscernible by set of
attributes P in S (denotation xPy) iff ¢ (x, q) = ¢ (v, q) for every geP. One
can easily check that P is an equivalence relation on U for every P < Q.
Equivalence classes of relation P are called P-elementary sets in S. Q-ele-
mentary sets are called atoms of S.

Any finite union of P-elementary sets will be called P-definable set in S.
Information system S is selective iff all atoms in S are one-clement sets,
ie. 0 is an identity relation.

2.4. Representation of an information system. A P-representation of § is
an information system S, = (U/P, P, Vp, 0p), where U/P is the family of all

equivalence classes of relation P, denoted by Xx;,Xp,..,%; Vp= U V,; and
qel

0p: U/PxP—V, is the information function such that ¢, (x;, q) =0 (x, ¢)
for every xex;,geP and j=1, .., k.
Desp (x;) denotes the description of equivalence class (P-elementary set)
Le.
Des; (x;) = {(q, v)lop (x;. q) =V}, j = 1,2, .., k. Of course, any two objects
" X,.Xx; U have the same description: Desplx ()= Des,(x;) = Desp(x)), if they
both belong to the same equivalence class x;. '

2.5. Approximation of sets in an information system. By P-lower
(P-upper) approximation of set X in § we understand the sets PX (PX)
defined as follows:

PX ={xeUlxex; and x; € X, for j=1,2,..,k}
PXx = {xeUlxex; and x;n X #9, for j= 1,2,..,k}

Set Bnp(X)= PX—PX is referred to as a P-boundary of X in S. Tt is
also called the P-doubtful region of X, since it is not possible to determine
whether an object in Bnp (X) belongs to X solely on the basis of descriptions .
of the P-elementary sets. Moreover, PX is called P-positive region and
U—PX, P-negative region of X in S.

Fig. 1 depicts the notions of lower and upper approximation of set X
in a two-dimensional approximation space. The biggest rectangle represents
set U partitioned into P-elementary regions corresponding to equivalence
classes of P. The shaded area represents the doubtful region of X.

Xis

2.6. Accuracy of approximation. With every subset X €U we associate
a number pp(X) called an accuracy of approximation of set X by P in §, or,
in short, accuracy od X, defined as :

card (PX)
card (PX)
Let us notice that 0 < pp(X) <1, and pp (X) =1 if set X is P-definable in §.

ap (X) is another useful index, called a discriminant index of P with
respect to X < U [26], defined as

- Hp (X)=
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card (U)—card (Bnp (X))

w (%)= card (U)

p (X) provides a measure of the degree of certainty in determining whether
objects in U are members of the subset X. Clearly, pp (X) =1 iff o (X} =1,
but if pp(X)=0, then not necessarily ap (X} =0

2.7. Non-definable sets. Let us notice that set X is P-definable in § iff
PX = PX; otherwise set X is non-definable in S and belongs to one of the
following classes:

a) Set X is roughly P-definable in S iff PX # 0 and PX # U;

b) Set X is internally P-non-definable in S if PX #0;

) Set X is externally P-non-definable in S iff PX = U;

d) Set X is totally P-non-definable in § iff PX =0 and PX = U.

An example of a roughly P-definable set X is presented in Fig. 1. Fig. 2
shows examples of non-definable sets in the same convention.

2.8. Approximation of families of sets. Let S be an information system,
P, and let = {X,,X,,..,X,, X; €U, be a family of subsets of U.

By P-lower (P-upper) approximation of & in S denoted P# (Pi?-) we
mean sets P%¥ = (PX,, PX,,..,PX,} and P¥ = [PX |, PX,,.., PX,},
spectively. If & is a classification of U, Le. X;nX;=0 for every i,j<n,

i#jand {J X,="U, X; are called classes of . If every class of & is
i=1 .
P-definable then classification & will be called P-definable.

Pos; (ﬁ')= U PX,; will be called the P-positive region of classification ./

)
L=

in S. Bnp (%)= U Bnp (X;) will be called the P-doubtful region of classification
i=1

Z in S. Since U = U PX,, there is no P-negative region for any P of

classification ¥ in S.

- If % is a classification of U then

card (PX;)

2
By (%)= =-
Z card (PX,)

is called the accuracy of approximation of ¥ by P in §, or simply accuracy
of classification.
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The coefficient

card (PX;)

e (f): =

is called the quality of approximation of classification ¥ by set P of attributes,
or, shortly, quality of classification ¥. It expresses the ratio of all P-correctly
classified objects to all objects in the system. In this case, 8, (&)< yp (F)
and Bp (X)) =y, (%¥) iff ¥ is P-definable.

2.9. Reduction of attributes. We say that the set of attributes R&Q
depends on set of attributes P& Q in S (denotation P— R) iff P€ R. It can
be shown that P— R iff P-representation of Sy , is selective,

In the sequel we are using the following definitions:

a) Set P < Q is independent in S iff for every PP P, PP> P
b) Set P < Q is dependent in S iff there exists P’ = P, such that P = P.
c) Set P < Q is a reduct of Q in S iff P is the greatest independent set in Q.

If P is independent in S then for every p, geP neither p— g nor g - p,
i.e. all attributes from P are pairwise independent. Also, if P is independent
in S, then for every P’ = P, card (U/P') < card (U/P). Thus, in order to check
if set P<= @ is independent in S it is sufficient so check for every
attribute whether its removal increases the number of elementary sets in the
system. This leads to a very simple algorithm. If P is dependent in S, then
there exists P’ — P, independent in S, such that P'— P—P’; the greatest P’
is of course a reduct of P in S Let us notice that an information
system may have more than one reduct.

2.10. Decision tables. The concept of decision tables can be precisely
formulated in terms of the rough sets approach [18, 19]. We shall identify
an information system S = (U, Q, V, ¢) with a decision table, assuming that
@Q=CuD and CnD =, where C are called condition attributes, and D,
decision attributes. Attributes from D define some decisions which are made
provided some conditions pointed out by conditions attributes are met.

A decision table S = (U, CuD,V, ) is deterministic iff C - D: otherwise
it is non-deterministic. Moreover, S is selective iff CwD 1s the identity
relation.

The deterministic decision table describes uniquely decisions to be made
when some conditions are satisfied. In the case of a non-deterministic table,
decisions are not uniquely determined by the conditions. Instead, a subset of
decisions is defined which could be taken under circumstances determined
by the conditions. The latter case can be interpreted as a kind of inconsistency
or uncertainty, i.e. the decisions determined by the decision tables are not
well-defined.
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The properties concerning dependence of attributes, given in section 2.9,
can be used to check whether a given decision table is deterministic or
non-deterministic. Similarly, the notion of reduct can be used in decision
tables to optimize the table, ie to find the smallest set of condition
attributes and/or decision attributes.

2.11. Decision rules and decision algorithm. For a given decision table
S =(U,CuD,V,p), let {x;,x;, .., X} be the C-definable classification of U,
and {X,, X5, .., X,}, the D-definable classification of U. Class X; can be
identified with decision j (j = 1, 2, ..., n). The expression Desc (x;) = Desp (X;)
will be called (C, D)-decision rule in S, where Desc (x;) and Des, (X;) are
unique descriptions of the classes Xx; and X, respectively (i= 1,2,..,k;

j=1,2,..,n). The set of decision rules {r;} for each class (decision)
X;j(i=1.2,..,n) can be defined as follows:

{rij} = Desc (x;) = Desp (X e X; # 0,i=1,2,.., k}.

A decision rule ry; is deterministic iff x; ~X;=x;, and r;; 1s non-deterministic
otherwise.

In other words, if Desc (x;) uniquely “implies” Desp (X;), then ry; is deter-
ministic; otherwise ry; 18 non-deterministic.

The set of decision rules for all classes X;G=12, .., n) is called the
decision algorithm resulting from S.

2.12. Rough sets approach on the microcomputer. We use a microcomputer
program RoughDAS which : |

(i) computes lower and upper approximations of sets;

(ii) checks whether a set of attributes is dependent or independent;

(ili) computes reducts of a set of attributes;

(iv) computes the accuracy of approximation and the quality of classi-
fication; ' '

(v) derives the decision algorithm from a decision table. .

3. More about H-SV. Highly selective vagotomy consists in cutting
of the gastric branches of vagal nerve (Latarjet nerves) which innervate the
gastric area containing parietal cells {10].

This procedure results in diminishing secretion of parietal cells as well as
their sensitivity to gastric and histatiine [12, i3, 15, 24} This, in turn,
lowers the secretion of gastric juice and raises its pH. Dué to this operation,
sinall branches of the vagal nerve supplying the pyotic and duodénal area
are spared. In result, the gastric emptying proceeds formally. Ttierefore,

draitiage procediires, such as pyloroplasty, gasttoenterostoriy atid antéréctotny,
ate Wot required [1, 9, 23, 25].
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In the Department of Surgery of the F. Raszeja Memorial Hospital the
indications for the operation were the following:

1. Ineffectiveness of the conservative treatment of uncomplicated duodenal
ulcers (76 patients);

2. Duodenal ulcer bleeding in the past (33 patients);

3. Perforated and sutured duodenal ulcer (10 patients);

4. Minor pyloric stenosis with active pyloric ulcer (3 patients).

4, The POD information system. The information system called POD
(PreOperating Data) is composed of 122 patients (objects) with duodenal
ulcer treated by HSV, described in terms of 12 attributes (see Appendix}.
The first eleven attributes are the following:

Sex

Age :

Duration of the disease
Complications of ulcer

HC! concentration

Basic volume of gastric juice per hour
Volume of residual gastric juice

Basic acid output (BAO)

HCl concentration under histamine

10. Volume of gastric juice per hour under histamine

11. Maximal acid output (MAO).

Attributes 1-4 concern anamnesis, and the remaining attributes relate to
preoperative gastric secretion examined with the histaminic test of Kay [14].
For all attributes, except 1 and 4, we have established some norms resulting
from clinical experience; these norms correspond to intervals of “low”,
“medium”, or “high” values. Different norms are assumed for men (J) and
women (9). A domain of the eleven attributes is shown in Table L

The twelfth attribute defines a long-term result of HSV, evaluated by
a surgeon in the modified Visick grading. The grading was derived from
the following definition [7]: |

1. Excellent: absolutely no symptoms, perfect result.

2. Very good: patient considers result perfect, but interrogation elicits
mild occassional symptoms easily controlled by a minor adjustment of diet.

3. Satisfactory: mild or moderate symptoms easily controlled by care,
which cause some discomfort, but patient and surgeon are satisfied with
" result which does not interfere seriously with life or work.

4. Unsatisfactory: moderate or severe symptoms or complications which
interfere with work -6r normal life; patient or surgeon dissatisfied with result;
includeds all cases with recurrent ulcer and those submitted to further
operation, even though the latter may have been followed by considerable
symptomatic improvement.

T R I N S
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The Visick grading defines classification 4" of set U (122 patients) into four
classes, ie. 4 ={X,, X5, X3, X4}, X;nX;=0 for every i, jeil, 2, .., 4},

4
i#jand | ) X;=U; X, are classes of 7.

5. Reduction of attributes. Let us consider classification 4  defined by the
twelfth attribute. Table II shows the accuracy of approximation of each
particular class X; by the set of the first eleven attributes denoted by @

TABLE II

Accuracy of approximation of each class by Q

Number of Lower Upper
Class  patients approx. approx. (X)
card (X) card (QX) card (JX) Ho (&1

Accuracy

1 86 85 87 0.98
2 20 19 21 0,90
3 8 8 8 1.0
4 8 8 8 1.0

It can be seen that classes 3 and 4 are Q-definable and classes 1 and 2
are roughly Q-definable in POD, although the accuracy of their approximation
is very high The quality of classification by set Q equals 0.97. The POD
information system is almost selective. The number of atoms is 116; 4 atoms
are 2-clement sets and 1 atom is a 3-element set. Moreover, only one
2-element atom is composed of patients belonging to different classes. This
proves that the norms for attributes are well-defined. The norms would have
been inappropriately defined if many atoms had been composed of patients
belonging to different classes, i.e. if the quality of classification had been lower.

According to section 2.9, in order to check whether a set of attributes
is dependent or not, we have to remove one attribute at a time and compute
the number of elementary sets for each case. If the set, say P, is independent,
then the reduction of one attribute, say r, results in the equality of at least
two rows of the reduced information system. These equal rows (P-clementary
sets) are clustered together forming a (P-{r})-elementary set, and thus we get
a smaller number of elementary sets. Let us notice, however, that if the
clustered rows belong to the same P-lower approximation of set X (i=1,.,n),
then pp (X)) = ptp—ir (X)) for i=1,.,n, and Bp (%)= Fp-1n (&), yr (%)=
= yp_ i (¥); otherwise, the signs of equality are replaced by =.

Proceeding in this way, we have found out that set Q of all eleven
attributes is dependent and has one following reduct of ten attributes: 2, 3,
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4,5 6,7, 8, 9, 10, 11. The fact that the attribute 1 (sex) has turned out
to be redundant is not a surprising result because the information about
sex is included in values of attributes concerning gastric secretion (see
Table 1)

Then, we removed the particular attributes from set Q and observed the
decrease in the accuracy of classes X;{i=1..., 4) and the quality of classi-
fication .#. We did this to find the smallest set of relevant attributes which
would give a relatively high quality of classification.

TABLE III

Accuracy of classes and quality of classification approximated by a set of five attributes

Accuracy of classes

Removed Quality of ¢
Sequence attributes classification U Bn (X5)
]. 2 3 4 ‘ i=1
E 1 811273 063 030 035 038 0.51 40
G 811 21710 072 034 042 011 0.55 32
H 811 7125 074 026 1.0 060 0.64 27

Let an ordered subset of attributes be called a sequence of attributes.
~ The elimination of attributes from set Q, according to a given sequence,
consists in removing the first attribute, then the first and the second, and
then the first, the second and the third, and so on, until all the attributes
in the sequence have been removed. In [6], using a trial-and-error procedure,
we found three sequences of attributes, denoted by E, G and H, which are
characterized by the least steep descent of the accuracy of classes and the
quality of classification in the course of elimination. These sequences contain
6 attributes each. The accuracy of classes and the quality of classification
approximated by the sets of 5 remaining attributes are given in Table L
The results of the elimination of attributes according to sequences E, G
and H are presented graphically in Figs 3, 4 and 5, respectively, in the
system of coordinates where the abcissa corresponds to the removed attributes
and the ordinate to the accuracy of particular classes and the quality of

Fig. 1. Approximation of set X in A
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classification. The list of signs given in Fig- 3 applies to all the three figures.
Jet us remark that the elimination of any attribute from outside the considered
sequence causes a steep descent in the quality of classification (by at least
0.14 and by at most 0.38).
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. Q
T X ” » X3 sl x x o
2 - e ” 7] X4 A i % ¥
1 * quolity of X s ¥
§ ® 8 ¥
1 { [] T T T T T T T KB et
none 1 1 1 1 1 1 E £ E E E removed
8 8 8 8 8 10 5. 9 6 < attributes
"o 11,
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7 7
3

Fig. 3. Accuracy of classes and quality of classification ps. removed attributes



Rough Sets Based Decision Algorithm 239

A careful analysis of Table III and Figs 3, 4 and 5 leads to the
conclusion that set R of the most significant attributes ensuring a satisfactory
quality of classification is composed of attributes from outside of the

sequence H, 1e.
R=0Q—-{H}=1{3,4,6,9, 10}

where {H} is the set of attributes in sequence H. The reasons for it could
be summarized in the following points:

u{Xi
y(E)
1.0 ¢

® x x x
o
A A X 0 o
* *
0.8_ L] * Y
i b o
0.6 Fa Fa ® 0
, *
i A o
0.4 x % o o 4
i A
xOXE
0.2 - b 3
iy
_ 'Y
c s & , 3
i T 7 1 7 T —* T T | o
none 8 8 8 8 .8 8 G & G g G  removed
7 T 1 M M 5 4 g 3 & atlfributes
2 2 2 2 G
1 4 1
7 7
10

Fig. 4. Accuracy of classes and quality of classification vs. removed attributes

(i) The quality of classification for H (0.64) is higher than for E(0.51)
or G (0.55). :

(ii) For H, class 3 is R-definable because its accuracy is equal to 1; for
E and G there is not a single class with such a high accuracy.

(iii) The R-doubtful region of classification & 18 smallest (27) in comparison
to the Q-{E}- and Q-{G}- doubtful region of & (40 and 32, respectively).

(iv) The low accuracy of class 2 (0.26) for H is not disturbing in this
case because in the R-boundary of class 1 there are almost the same patients
as in the R-boundary of class 2, and both these classes correspond to
positive results of the treatment by HSV. Indeed, in Bng (X,) there are 25
patients—23 of them also belong to Bny (X,) and 2 of them, to Bng (X,4);
in Big (X,) there are 25 patients—23 of them also belong to Bng (X,) and
2 of them, to Bng (X,): Brg (X3) is empty and in Bng (X4) there are 4 patients.
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Fig. 5. Accuracy of classes and quality of classification vs. removed attributes

This means that if classes 1,2 and 34 were aggregated, so that Xy = X, vX,
and Xy = X;uX,, the accuracy of class 1 would be equal to 0.96, the
accuracy of class I, to 0.77, and the quality of classification, to 0.97.
We claim therefore that set R of attributes has a very high descriminating
power in the classification into positive {class 1) and negative results (class IT)
of the operation.

The list of attributes from set R, in the descending order of the influence
on the quality of classification, is as follows:

— basic volume of gastric juice per hour (6);

— complications of ulcer (4);

— duration of the disease (3);

__ HCI concentration under histamine (9);

— volume of gastric juice per hour under histamine (10).

6. “Models” of patients in each class. An analysis of the distribution of
values adopted by attributes from set R in particular classes, carried out’
in [6], resulted in the definition of the most characteristic values of these
attributes for each class. The set of characteristic valies for a given class
defines a “model” of patietits belonging to this class in terms of attributes
from set R. When analyzitig the distribution, we took into account the
patients belonging to R-lower approximations of classes only. We avoided
defining any characteristic value for a class if the distribution of values
in this class was aliiost Uniform.
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The “models” are given below:

Class 1
— medium or small basic volume of gastric juice per hour;
-— no complications of ulcer or acute haemorrhage from ulcer,
— Jong or medium duration of the disease;
— high HCI concentration under histamine;
— medium volume of gastric juice per hour under histamine.

Class 2 : .
— medium basic volume of gastric jutce per hour;
— multiple haemorrhages;
— medium HCI concentration under histamine;
— medium volume of gastric juice per hour under histamine.

Class 3
— high and small basic volume of gastric juice per hour;
-— perfor-ation of ulcer in the past;
— short duration of the disease;
-— low HCl concentration under histamine;
— low volume of gastric juice per hour under histamine.

Class 4
— high basic volume of gastric juice per hour;
_— low HCI concentration under histamine;
— high volume of gastric juice per hour under histamine.

7. Decision algorithm. The POD information system can be identified with
the decision table S = (U, C u D, V, ), where the set of condition attributes
C=1{1,2,3,4,5,6,7,8,9, 10, 11} and the set of decision attributes D = {12}.
We can see from section 5 that, since the POD information system is almost
selective, decision table § is almost deterministic.

We shall derive the decision algorithm from the reduced decision table
Sz =(W,RuUD,V,p), where W is the R-positive region of classification &
in i{-represer_ltation'of the POD information system, ie. W = Posg (%)=
= |J BX;, and R={3,4,6,9,10}; card (W) = 95. Let us observe that the

t=1
decision table Sy is deterministic.

Given Sp and a subset of objects X € W, representing an equivalence class
of D, we can compute the discriminant index oy (X) for any subset of
~ condition attributes B € R. Using the discriminant indices as attribute selection
criteria, we can choose an appropriate subset of attributes in R to construct
the decision rules for this particular X. The same procedure can be applied
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repeatedly to derive decision rules for every equivalence class of D. Below
we present the steps of the whole procedure.

Step 0. Set the number of class i = 1.

Step 1. Set W' =W, R"=R, B=0 and X = RX,.

Step 2. Calculate the set of discriminant indices

_card (B' X)—card (B’ X)

o (X) =1 card (W)

Set B' =Bu|r} for every reR.
Select the set of attributes B = Bw {r} with the highest value of oy (X}
- Set B= B

Step 3. If BX =0 then go to step 4, otherwise identify B-clementary
sets (X1, X2, s x,} contained in BX and generate deterministic decision rules:

Des,, (x;)= Des,, (X)) = 1, 2, ... k}.

Step 4. Set W’ = BX —BX and X = X-BX. |
If W =0 then go to step 6, otherwise set R’ = R'—B and if R #0 then
go to step 2.

Step 5. Tdentify R-elementary sets {;g'l,gz,...,x;} on W' and generate
non-deterministic decision rules:

(Desg (xj) = Des), X)i=1,2,... 1.

Step 6. Set i=i+1 _
If i <4 then go to step 1, otherwise end procedure.

Let us notice that in step 2 there can be several attributes giving the
highest value of ay (X). In such case, depending on selection of one attribute,
we can get slightly different decision algorithms. Thus, in general, we should
check all the possibilities in order to find the decision algorithm with the
smallest number of rules; if there were more than one such decision algorithm,
it would be natural to keep one with the smaller number of descriptors
appearing in the definition of all decision rules.

As a result of the application of the above procedure to decision table Sg
equivalent to R-representation of the POD information system, we obtained
four different decision algorithms. According to the previous remark, depending
on the order of attributes appended to set B, the decision algorithms have
from 39 to 46 decision rules. In Table IV we present the best decision algorithm
for the following order of attributes:

class 1:3-—4—6—9—10

class 2:3-—4—6—9

class 3:4—3—6—9—10

class 4:4—6—9—10—3
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8. Indications for treatment by HSV. The “models” of patients in each
class as well as the decision algorithm need, however, an important comment.
The POD information system applies to patients who have been operated
with HSV, thus the surgeons expected good results of operations on these
patients, taking into account clinical experience. Hence the distribution of
patients in classes is unequal For this reason, the results of our analysis
may be useful in establishing indications rather than counterindications for
HSV. In other words, the most representative “models” and decision rules
are those concerning class 1 and class 2.

Let us explain how the decision algorithm from Table IV should be
applied. The algorithm is derived from an information system representing
an expert knowledge. When examining a new case of duodenal ulcer the
clinicist should first define values of attributes 3 and 4. If their values
were, for example, 2 and 3, respectively, then according to Table 1V,
regardless of other attributes, the patient would probably belong to
class 1 when treated bv HSV: so, in this case. the HSV is recommended.
If, however, the values of attributes 3 and 4 were, for example, 2 and 0,

TABLE IV

Decision algorithm derived from R-representation of the POD information system

condition attributes condition attributes

3 4 6 9 10 class 3 4 6 9 10 class
2 3 =1 1 2 =2
i 1 =1 2 4 0 =2
0 3 =] 1 3 1 =2
2 0 1 =1 0 1 1 =2
2 1 0 =1 2 0 2 1 =2
2 1 2 =1 2 1 i 1 =2
2 2 0 =1 2 2 1 1 =2
2 4 2 =1 0 0 =3
1 0 1 =1 1 3 0 =3
2 0 0 1 = | 2 0 0 2 =3
2 0 2 0 =1 1 3 2 0 =3
2 1 1 2. =1 1 0 0 1 1 =3
2 2 1 2 =1 1 0 2 0 2 =3
1 0 1] 2 =1 0 1 2 0 2 =73
1 0 0 0 =1 0 0 0 0 =4
i 0 2 2 = 1 0 2 2 2 =4
2 0 0 0 1 =1 0 2 0 1 =4
2 0 2 2 0 =1 2 1 1 0 1 =4
1 0 0 1 0 =1 3 2 1 2 —4
0 1 2 0 1 =1
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respectively, then the clinicist should ask next for attribute 6; if its value
is equal 1, the patient probably belongs to class 1. If it is O, then
attribute 9 should be asked for; if its value is 1, the patient probably
still belongs to class 1. If it is 2, then he probably belongs to class 3.
So, in the last case, HSV is not recommended. Let us make 1t clear that
the word “probably” is used to stress that the expert knowledge, based on
122 cases where HSV was performed, is neither complete nor certain. It may
happen that a new case will show different values of the five attributes
than those in the rows of Table IV. Then, the best we can suggest is to
fit this case into one of the “models” defined in section 6.

In decision making concerning the treatment of duodenal ulcer by HSYV,
the decision algorithm should be considered along with “models” of patients.
It is connected with the fact that decision rules may be presented by different
numbers of patients from the reduced POD information system; the distribution
of these numbers is just amalgamated in the “models™.

In the literature concerning indications for treatment of duodenal ulcer
by HSV, the anamnesis and secretion attributes are commonly taken 1nto
account. Some authors have considered more extensive anamnesis data [21]
or other secretion tests [9]. The prevailing opinion is that the attributes
have unequal influence on indication for treatment by HSV. It is generally
agreed that the main indication is ineffectiveness of the conservative treatment
of uncomplicated duodenal ulcer, while secretion criteria have not been generally
agreed upon [91]. _

To date, retrospective studies based on traditional statistical methods, or
only on clinical experience and intuition, have not proved, however, the
attributes to be the most important in predicting the outcome of the operation.

9. Summary of results. The results following the application of the rough
sets theory in analyzing the POD information system including 122 HSV
patients can be summarized in the following points:

1. The proposed norms for attributes define the domain ensuring a good
classification of patients.

2. The information system was reduced from eleven to five attributes
{3, 4, 6, 9, 10} ensuring asatisfactory quality of classification.

3. “Models” of patients in each class were constructed in terms of the
most significant attributes (section 6).

4. A decision algorithm was derived from the reduced representation of

the POD information system (Table IV).

« DEPARTMENT OF SURGERY, F. RASZEJA MEMORIAL HOSPITAL, 60-833 POZNAN
(ODDZIAL CHIRURGIL, SZPITAL im. R. RASZEI)
*¢ DEPARTMENT OF COMPLEX CONTROL SYSTEMS, BALTYCKA 5. POLISH ACADEMY OF SCIENCES.
44-100 GLIWICE
(ZAKLAD SYSTEMOW AUTOMATYKI KOMPLEKSOWE], PAN)
+++ [NSTITUTE OF CONTROL ENGINEERING. TECHNICAL UNIVERSITY. 60965 POZNA

{INSTYTUT AUTOMATYKI. POLITECHNIKA POZNANSKA)
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A. dubak, 3. Mapnsx, K. Crnosunbcku, P. CnoBHHBCKH, AJTOPHTM MOPHATHA peurenud,
OCHOBAHHBLIH HA MPUOTHAKEHHBIX MHOXKECTBAX, ANA JICYeHWsl A3BLI JABEHAMIATHNEPCTHOH KHIKH
C TIOMOILBIO BhICOKOCENeKTHRHOH BaroTomMun (HSV)

C MOMOLLBLIO KOHUCTIIHHE (pHOIMXEHHBIX MHOXKECTE aHATHIUPYETCA HHQOPMAUNOHHAA CHCTEMA,
OIMUCBIBAIOLLAA HaHeHTOB, CTpadarOUIHX A3BOH ,[lBCH‘dﬂl.[ﬂTHﬂepC’l'HOﬁ KHUIKH, KOTPBIX JICHAT
BLICOKPCENCKTUBHOR Barotomued (HSV). WudopmauuonHHas cucTemMa npeactasnseT coOoi
Tabnmuuy, cocTaBleHHYI0 ¥3 122 pAIOB, COOTBETCTBYIOLMX OTHEJLHBIM MAauMeHTaM, W 2
cToibLnoB, oTBeyatolux aTTpuOyTam. Ilepswe 11 aTTpuOyTOB KacakwTcs aHAMHeE3a W 0OTe-
PALMOHHONA racTpagbHOW Cekpelldd, HCCASAYyeMBIX FTUCTAMUHUYECKHM. TecToMm Kas. Tlocnenyuit
aTTpudyT onpenesseT KAACCHOHUKALMIO NAUHEHTOB OTHOCHTENBHO AOJITOCPOUHBIX PE3YJibTaTOB
OMEPAlMK, OLEHUBACMBIX XHPYPIOM NO MOIH(UUHPOBAHHBIM CcTeneHAM BrcHKa. MHHHMaNbLHOC
NOOMHOXECTBO aTTpHGyTOB, 3HAYMMBIX 1A KaYyeCTBEHHOH KJI&CCH(I)HK&L[HH, Nnoayddcresa I1pH
NOMOIUM MeTOOAa NpUONMXKEHHOW KiacCHPHMKALMM. ,,Monesas” TaluueHTOR B KaX/JOM Kracce
CTPOMTCH HA OCHOBE AHAJIM34 BEJTHUHH, ITPHHUMAEMBIX aTTRHOYTAME H3 AAHHOTO NOJAMHOXECTBE.
3aTeM BOCCTAHOBNEHHAs HHQOPMALKMOHHAA CHCTEMA OfpelcnfeTca no Tadnuue RPHHATHS
pelleHNii, npeanogarasd, 4To aTTpubyThl B MHHHMAJLHOM TOAMHOMKECTBE SBISIOITCH aTTpudy-
TaM{ YCJIOBHH, B [ABeHaauaTelit arrpudyT — aTTpudyTOoM npUHATHAA pelueHuil. M3 IToil
TabIMLEl BHIBOAHTCH AATOPHTM MPHHATHA DEIICHHH, COCTOAIUMA W3 39 peIUMTEIBHBIX NPABUIL
HaHHBIH ANTOPHTM ¥ MOJENH MOTYT OHITh RNPUTOAHBIMH /IS MPHHATHS® pEIllCHHH no JTede-
HHK) A3Bbl [ABEHALUATHMEPCTHOM KHIUKH C nomoilsio HIV.
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The POD information system
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