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Summary. The concept of the relation of dependency between attributes as well as between
sets of attributes is introduced as a tool for describing properties of the set of all
attributes of an information systems. The algebra of dependency is also studied.

s

1. Dependency of sets of attributes. The concept of dependency has
been extensively studied by many authors and used for the database
design. The relation of dependency introduced in the paper is defined
in a different way than it has been done for example in [1, 3, 4, 5]
The definition of the relation of dependency followed from the application
of information systems to medical data analysis [8].

The basic notion of this paper, an information system, was introduced
by Pawlak [7] and then was widely examined by Marek and Pawlak [6]
and other authors.

The concept of information systems is not univocaly understood by
different authors. Thus it seems justified to start our considerations from
the definition of information systems.

By an information system we mean an ordered quadruple

S =(U,0,V, 0

where

U is a set called the universe of &; elements of U are called objects
of &,

Q is a set of attributes,

V=)V, is a set of values of attributes; V, will be called the domain

qsQ .
of g, :
0:U x Q—V is a description function such that ¢ (x,q)eV, for every
geQ and xeU.
- For given information system &% we introduce function g,:Q — V such
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that ¢, (q) =0 (x,q), where xeU, geQ and ¢ is defined above. The
function ¢, will be called description of x in & .

We say that objects x, yelU are indiscernible with respect to geQ
in &, in symbols xg*y, if ¢, (q) = ¢,(q). In other words xg*y iff x and y
have the same description in % .

Notice that for each geQ the relation ¢* is an equivalence relation.

over U. ‘
We say that objects x,yeU are indiscernible with respect to P < Q,
in symbols xP*y, if P* = () g*.

geP
In other words xP*y means that the objects x,y are indiscernible
with respect to each attribute g from P.
It 1s obvious that the relation P* is an equivalence relation over U.

1.1 For any sets of attributes P,R< Q
~ P*AR* = (PUR)*. i

We will write P'< P to denote that P’ is a proper subset of P.

A subset P< Q is said to be independent in the information system &
if for every P'c P, P*c P'*.

A subset P< Q is said to be dependent in the information system &
if there exists a P’ such that P'< P and P'* < P*.

In the paper the character & will be always used to denote an
information system. '

Let P be any set of attributes in . Notice

1.2. P is dependent in & iff there is a P'< P such that P* = P'*. [

1.3. P is independent in & iff P is not dependent in & . o
A set P'c P is said to be superfluous in P if (P—P')* = P.

ExaMpPLE 1. For the purpose of illustration, let us consider one simple
- information system & = (U, Q,V,g) where U = {x;, x5, X3, X4, X5}, Q=
=191, 92,93, 94} Vo=V, = Ve, = 10,1}, ¥V, ={0,1,2} and function ¢
is given by the table

U ¢ 41 492 43 44
x; 10 0 0 O
X, |0 1 0 2
X3 1 1 0 1
X4 1 1 0 1
xs {0 1 1 2
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Observe that Q is dependent in ¥, namely Q* = lq3 qs}* = ' qu, 42, g3 %.
The set {q,,9,,qs} is independent in %, {q;, q,} is superfluous in Q

14, If P< Q and P is dependent in &, then there is a P’ <P such

* that P’ is superfluous in Q. : s
Proof If P=Q and P is dependent in %, then for some P'c P
P* = P*_ Thus P—P is superfluous in Q. |

Let us note that the converse theorem does not hold (cf the example 1).
However

1.5. P is dependent in & iff there is a P'< P such that P is
superfluous in P. . N

1.6. If P is independent in ¥ then every subset of P is also independent
in &.

Proof Suppose that there is a dependent (in &) subset P’ of P.

" Thus for some P’ P’ P"* = P* Notice that P'—P” is superfluous

in P, ie. (P—(P’——P”))* = P*. According to 1.5 P is dependent in & .
From the last theorem follows

17. If P' is a dependent set of attributes in &, then every set P
such that P'< P is dependent in & . |

1.8. Let P< Q be independent in &. Then for P,, P, P
P¥< P%¥  implies P,< P;.

Proof Suppose that P¥c P%. Then Pf=(P,uPy)*. If P,# P,UP,
then P,u P, is dependent in &, a contradiction. |
Let P = {py, .., p.y and let us denote by P; the set P—{p;}, i=1,..,n.

1.9. P is independent in & iff for every i=1,..,n, P¥c P¥.

Proof (=) is obvious. («=). The case n=2 is trivial.

Let P = {py, .., Px, Px+3} and for n=k the lemma hold.

Suppose that for every i=1,.,k+1 P*c P¥ and P is dependent
in . Then there is a P'< P such that P* = P’*. Notice that P’ <k.
Thus for some iy <k Pf = P*, a contradiction. n

2. Dependency of attributes. Let & = (U, Q,V,g) be an information
system and let p,qeQ. '
An attribute p is said to be dependent in & on an attribute gq,
if g*< p*. The dependency of two attributes p,q will be denoted by
et
Intuitive interpretation of the relation — is as follows:
Holding of the condition p — g means that if objects x, y are indiscerni-
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ble with respect to attribute p then the objects x, y are also indiscernible
with respect to gq.

A pair (p,q) of attributes is called depemdent in & if p—q or
q—p-

A pair (p,q) of attributes is said to be independent in & if neither
p—q nor g—p.

2.1. If a set of attributes P is independent in &, then all its attributes
are pairwise independent in & . : »

Proof. Suppose that there are p,qeP such that (p,q) is dependent
in &, ie. either p* = ¢* or g* = p*. Then the set {p,q} < P is dependent
in & that, by 1.6, contradicts our assumption. B

Notice that the converse theorem to 2.1 is not true. Indeed, let us
consider the following

ExampLE 2. Let & be the information system given by the table

U\%@r d2 93

X4 1 2 0
X, 1 0 1
X3 0 2 1
- Xg4 0 1 1
X5 2 1 1

For every i,j, i#j the pair (g;, q;) of attributes is independéht iiowevér
the set Q is dependent in &. Namely Q= {(x;, x,):i=1, .., 5} = {q1, 92}.

2.2. If there is a pair (p,q) of attributes dependent in &, then every
set P of attributes such that p,qe P is dependent in & . ]

3. The algebra of dependency. Let ¥ = (U, Q, V, o) be an information

system. Recall that for any set of attributes P, P* = ﬂq , where g*
qeP

is an equivalence relation over U, there is also an equivalence relation
over U.

Let us denote by A the set of all equivalence relation over U that
are determined by the information system &, ie.

(1) A" = {p*:peP(Q)}.

Let A= A'/=. For simplicity elements of A will be denoted in the same
way as elements of A4’.
Consider 4 as an ordered set by the set theoretical inclusion <.
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"Notice that the relation Q is the least element in (4,<) and the
relation §* = U x U is the greatest element 1n (4, <).
Let n be a binary operation in A defined as follows:
For p,qeA

(2) p*ng* = (pu g)*,
where the operation U on the right hand side of (2) means the set
theoretical union (cf. 1.1).
Recall that A< B is to be meant that 4 is a proper subset of B.
3.1. Let p<= Q. If there exists a subset p, of Q such that p; = Q—p
and p*n p¥ = Q*, then Q is dependent in & .
Proof Immediate from (2). a
The above remark suggests the following definition of an unary operation

7 in (4, &), called complement. Namely for any p*e A4 if sup {g*eA: p*n
Ng* = Q*} exists in (4, &), then

(3) T1p* = sup {g*€ A: p*n g* = Q*}.
32. If Q is independent in &, then for every p*eA*, T1p* =(—p)*,
where —p means the set theoretical complement, i.e. —p = Q—p. : :

Proof. Suppose that Q is independent. We show that for every
p*eA, (—py* = sup {g*: p*n q¢* = Q*}. '

Notice that for any p*eA, p*n —p* = Q*. Let for some p%, q*eAd
p§ng* = Q* and (—po)*< g*. Then p,uq must be Q, as otherwise Q
is dependent in . Thus according to 1.8 g< —p,. Hence (—py)* =q. @
As a corollary we obtain

33. If for some pc Q, T1p*# (Q—p)*, then Q is dependent in . W

34. If for some pc Q, p* = TIp*, then Q is dependent in & . |
Let A" be the set of all p* such that —1p* exists in (4, <).
Consider A' as an abstract algebra ‘

(4) | A=(A4",n,7,0*, U x U)

where N and 77 are defined by (2) and (3), respectively.

3.5. In each algebra of the form (4) the following conditions are satisfied
1) p*< q* if and only if p*ng* = p*
2) Q*< p*, p*c U x U

3) b*m g < (pnq)*, where the sign n on the right hand side of the
inclusion means the set theoretical meet
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4) pngf*ng* =q* ‘;

5) 10*=U x U, MU x U =Q*
6) p*n1p* = Q*

7) If p*< g* then T1g*< T1p*
8) p*< 1 1p*

9) Tip* = 1717p*

10) TIp*ng* < 1 (p*ng¥)

1) T (pog*<s Ipn g

12) (—p)* < 1p*.

Proof By an easy verification. : |

In the sequel the algebra of the form (4) will be called an algebra
of dependencies of the information system & or shortly an algebra of
dependencies and it will be denoted by U, .

3.6. In any algebra of dependencies the converse relations to 3.5 (10)
and (11) do not hold.

Proof Let us consider the algebra U, of the information system &
given in Exapple 1. The algebra U, can be presented by the following
diagram

as
03 az
aq
ag
as Q4
Qg

where
ao = {43, 44}* = {41, 92, 93}* = {41, 45, 9a}* = {42, 93, q4}* = O*,
ay = {qi}*, ay={q}*, a3= {a3}*,  as={q4}* = {91, 923* =
=141, 94}* = {42, qu}* = {91, 92, 94}*, as= {‘h; a3}*,  as=1{q2,93}*

— — f 2
a; = UxU-= 1x1,X2,X3,X4,X5} :
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Let us observe that > (asnay) = >a9=>Q*=U x U. However >as =
=a,, as=a3 and a;Nnaz=as <= U x U. ;t proves that > (p* ng*) does
not imply > p* N >q*. Similarly, >a,=as, > ({41,902} " {q1,4})* = {q:}* =
= >a, = a,. Thus the converse to 3.5 (11) does not hold. :

It follows immediately from 3.4 that
3.7. If q is superfluous in p, then T1p*< 71 (—q)*. |

3.8. If Q is independent, then (pngq)* is the smallest set in U,
containing p and q.

Proof. It follows immediately from 1.8. | ]
As a consequence we obtain

39. If Q is independent then (pnq)* is the transitive/ closure in Uy,

of p*U q*. |

Properties of the algebra of the information system % are closely
related to the properties of the set of all attributes Q in S. Namely

310. The set Q of all attributes of an information system < is.
independent in & if and only if the algebra of dependencies Q[y of &
is a Boolean algebra such that A= 2" where n= 0.

Proof Suppose that Q is independent. It follows from 3.2 that
A'=A. According to 3.8 A is closed with respect to the set-theoretical
union U. To show that U, is a Boolean algebra we need only to
prove that |

ap*up*=Ux U.

On account of 3.2 and 3.8 we infer
Aprup* =(-pFup* =(—pnplF=0*=Ux U.

Suppose now that Q is dependent. Then there is a proper subset p of Q
such that p* = Q* and therefore A' < 2", n
Immediately from 3.10 we infer

3.11. If the cardinality of A’ is less than 2", where n is the cardinality
of Q, then Q is dependent in & . [

4. “Union” of the relations of dependency. In this section we shall
introduce and discuss a new binary operation + in the set of an
equivalence relations of & . This operation will be used, in a separate
paper to show some properties of the decomposition structure examined
in [2].

Define the binary operation + as follows:
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prrgt =z {(x,0)eU x U:(x, 2)eg* & (z, y)ep*}.

Notice that in general p*-+g* need not be an equivalence relation ie.
in general, p*+q*¢ A. We can only say that p*+¢* is a reflexive relation.

4.1. For any p,q< Q
(@) p*< p*+q*, q< p*+4g*
(b) p*+g*= (pn g)*.

Proof. (a) is obvious. (b) is a consequence that p*< (png)* as well
as g*< (png)*. : =

Now we will impose on p* and g* some conditions so that p*+g*
becomes an equivalence relation in %

42. If p* < g* then p*+q*e A, ie p*+q* is an equivalence relation
in & . Moreover p*+g* = g*.

Proof According to 4.1 (a) we need only to show that

Uz {(x,»)eU x U:(x, 2)eq* & (z, y)ep*} < q*.

But it follows immediately by assumption. u
Notice without proof that '
43. If p,q< Q then p*+(p*n g*) = p*. | E

44. Let p,qc= Q. If q is superfluous in p, then p*+(—q)* is an
equivalence relation in & . Moreover p*+(—q)* = p*.

Proof On account of 4.1 (a) we need to show that p*+(—gq)* < p*.
Let (x, y)ep*+(—q)*. Then for some z, (x,z)e(—q)* and (z, y)ep*. Thus
(x,y)e(pn —q)*. By the assumption g is superfluous in p, ie. (pn —gq)* =
= p*. |

4.5. If p*+q* is an equivalence relation in &, then p*+q* is the
smallest element in the ordered set (A, <) containing p* and gq*.

Proof According to 4.1 (a) p* and ¢* are contained in p*+q*.
Let assume that for some r*e A, p*< r* and g*< r*. Let {x, ) ep*+q*.
Then for some z*, {x,z)eq* and <z, y)ep*. Thus by transitivity of r*,
{x,yyer*, ie. p*+qg*<r*. ]

It turns out that the binary operation + defined in this section may

be used to describe properties of multivalued dependencies [9]. Namely
we can prove :

4.6. Multivalued dependency p* — g* holds in an information system &
if and only if p*ng*+p*n(—q)* is an equivalence relation in &, ie.
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if and only if p* g*+p*(—q)* is an element of the algebra of dependencies
of &. |

Connections between multivalued dependencies and the operation +
are examined in a separate paper.
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3. Iapask, L. Iaywep, 3aBHCHMOCTL XapaKTepHbIX NPH3HAKOB B MHGOPMALMOHHBIX CHCTeMaX

Lenpio Hacrosiedt padoThl SBJIAETCA H3YYEHHE CBOWCTB OTHOIUEHUH 33aBHCHMOCTH MeEXay
XapakTEPHbIMH NMPU3HAKaMH, a TAKXKE MHOXECTBAMH XapaKTEPHBIX NPO3HAKOB B MH(OPMALKOH-
HOH cucreMme.

Beoasrcs nouatus ajnredpsl OTHOLIEHUH 3aBUCHMMOCTH M HOKA3LIBAIOTCSH HEKOTOpbIE CBOM-
CTBa AAHHOU anreOpbl.



