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1 Introduction

The two most significant developments in the field of artificial intelligence (AI) since 1990 are real
world practicality and diversification [14,15]. Fuzzy set theory, for example, has grown to become
a major scientific technology, applied to a couple of thousand systems for everyday industrial
and commercial settings worldwide [16]. The ar ea of neural networks is another example where
extensive practical applications are expected [27]. An interesting question would be determining
what the next generation of new AI technologies are and their potentials for practical applications.
Rough set theory is a relatively new mathematical and AI technique introduced in the early

1980’s by Pawlak. The technique is particularly suited to reasoning about imprecise or incomplete
data, and discovering relationships in this data. The main advantage of rough set theory is that
it does not require any preliminary or additional information about data – like probability in
statistics, basic probability assignment in Dempster Shafer theory of evidence or the value of
possibility in fuzzy set theory.
Rough set theory overlaps, to some extend, with many other theories used to reasoning about

data, in particular with Dempster Shafer thery and fuzzy set theory. Despite of these connections
it can be viewed as an independent discipline in its own right.
Recently there has been a growing interest in rough set theory among researchers in many AI

related disciplines. The theory has found many real life applications in many areas. The primary
application of rough sets so far have been in data and decision analysis, databases, knowledge
based systems, and machine learning. Some information about application of the theory can be
found in [20].
Although there has been some research on rough control [4,8,9,10,11,12,13,23,25,27,28,29] their

number and domains have been relatively small, and they are all academic rather than real life
applications. It is worthwhile to mention in this context however that two rough controllers have
been implemented in hardware [4,13] – displaying very attractive features. First of all their speed
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of operation is much higher than speed of any other compatible controllers, based on different
principles. The work is in progress and a final evaluation of the results needs more research and
experiments.
Observing the importance of rough control applications to practical problems, an informal

Rough Control Research and Development Group was initiated in March 1995, and Toshinori
Munakata has been named as the first Chair. The major objective of this article is to discuss mo-
tivation, principle, implementation, potential application areas, advantages and future problems
of rough control – applications of rough set theory to control problems.
Whether rough control will succeed is yet to be seen, but there are several reasons for its high

potential. Control has been the most successful application domain for recently evolved AI areas,
such as fuzzy sets [7,16] and chaos theory [5]. In case of fuzzy systems, although there are several
major application types such as fuzzy knowledge based systems and fuzzy databases, control has
been most dominant in terms of the number. Control is also one of the most practical application
domains for neural networks [27]. Simply stated, control is a mapping problem from inputs to
outputs. When compared with symbolic AI, the task of control is often more clearly defined and its
effectiveness is often easier to prove than, say, symbolic expert systems. If a machine can operate
at 5%, or even 1%, more efficiently than before, we do not need to elaborate words to explain its
validity. There are some similarities between fuzzy and rough sets. The experience gained in fuzzy
control probably can be tested for rough control. More importantly, the fundamental strengths
of rough set theory, such as making sense out of a complex information system where some of
the information is possibly vague, appear to be particularly useful for certain types of control
problems.
”Control” in this article refers to control of the various physical, chemical, or other numeric

characteristics, such as temperature, electric current, flow of liquid or gas, motion of machines,
various business and financial quantities (e.g., flow of cash, inventory control), etc. A control
system can be abstracted as a box for which inputs are flowing into it, and outputs are emerging
from it. Parameters can be included as parts of inputs or within the box, i.e., the control system.
For example, consider a system that controls a room temperature distribution by heat and possibly
cooling sources. The inputs may be the current room temperature distribution and parameters
representing a target temperature distribution. The outputs can be the amounts of the heat
sources to be applied. The control problem in general is to determine the numeric values of the
outputs for given values of the inputs. That is, the problem is to develop a formula or a lgorithm
for mapping from the inputs to the outputs.
In case of fuzzy control, the control box includes components such as fuzzification, fuzzy

inference using fuzzy if-then rules, and difuzzifiaction procedures. In case of classic control, the
control can be a PID process (proportional, integral, and differential). In our rough control model,
three major types of rough set applications will be investigated. One is to create such a control
box by simplifying existing input-output mapping rules or generating new rules. The second is,
in simple words, to perform input-to-output mapping based on rough set theory, i.e., in a sense,
to operate the control box where the fuzzy components are replaced with the ones derived from
rough set theory. The third is a hybrid system, where rough control is integrated with other
techniques such as fuzzy or neural network control. We expect that such rough control systems
may be particularly useful when either input and output values or input-to-output mapping rules
are imprecise or incomplete. Rough control will give the ”best” output values based on its criteria.
Generally, bad control can be time consuming or lead to poor performance, due to inefficient

and ineffective control rules. A good algorithm will be relatively simple yet it performs efficient
and stable control. For easy problems, a simple mathematical formulation may be sufficient.
When problems get harder, traditional control techniques such as PID may not work well. For
difficult problems, conventional methods are typically expensive and depend on mathematical
approximations (e.g., linearization of nonlinear problems), which may lead to poor performance.
This is the type of problems where fuzzy control has been successful, and where our major target
domain is centered for rough control as well. In essence, fuzzy control deals with the hard problems
by allowing gradual and continuous transition of logic and human-like descriptive or qualitative
expressions such as ”moderately slow.” Rough control, on the other hand, deals with the hard
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problems by identifying degrees of significance for input and output attributes and by means of
”quantization” to discern vague information. Rough control also allows descriptive or qualitative
expressions. Both techniques aim at exploiting the tolerance for imprecision and uncertainty to
achieve tractability, robustness, and low cost in practical applications.

2 Rough Sets, Basic Concepts

Rough set philosophy is based on the assumption that, in contrast to the classical set theory,
we have some additional information (knowledge, data) about elements of the universe. Elements
that display the same information are indiscernible in terms of the available knowledge and form
elementary granules (blocks, classes etc.) of knowledge. These granules are called elementary sets
or concepts, and can be considered as elementary building blocks of our knowledge. Elementary
concepts can be combined into compound concepts, i.e., concepts that are uniquely defined in
terms of elementary concepts. Any union of elementary sets is called a crisp set, and any other
sets are referred to as rough (vague, imprecise). With every set X we can associate two crisp
sets, called the lower and the upper approximation of X. The lower approximation of X is the
union of all elementary set which are included in X , whereas the upper approximation of X is
the union of all elementary set which have non-empty intersection with X . In other words the
lower approximation of a set is the set of all elements that surely belongs to X , whereas the
upper approximation of X is the set of all elements that possibly belong to X . The difference of
the upper and the lower approximation of X is its boundary region. Obviously a set is rough if
it has non empty boundary region; otherwise the set is crisp. Elements of the boundary region
cannot be classified, employing the available knowledge, either to the set or its complement.
Approximations of sets are basic operation in the rough set theory and are used as main tools
to deal with vague and uncertain data. Approximations are used to define all other operations
needed in data analysis in the rough set approach.
Precise mathematical formulation of the above ideas can be found in the enclosed literature,

in particular in [19]. In this paper we will limit ourselves to illustrate them intuitively by means
of an example.
Rough set theory is mainly used to discover patterns in data, data reduction and evaluation,

etc. Data are often available in a form of data tables, known also as attribute-values tables or
information systems. An information system is a table column of which are labeled by attributes,
rows – by objects and entries of the table are attribute values.
An example of a simple information system is presented in Table 1.

Store E Q L P
1 high good no profit
2 med. good no loss
3 med. good no profit
4 no avg. no loss
5 med. avg. yes loss
6 high avg. yes profit

Table 1

In the table six stores are characterized by four attributes, shown below:

E – empowerment of sales personnel,
Q – perceived quality of merchandise,
L – high traffic location,
P – store profit or loss.

Let us observe that each store has different description in terms of attributes E,Q,L and P ,
thus all stores may be distinguished (discerned) employing information provided by all attributes.
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However, stores 2 and 3 are indiscernible in terms of attributes E,Q and L, since they have the
same values of these attributes. Similarly, stores 1, 2 and 3 are indiscernible with respect to
attributes Q and L, etc.
Each subset of attributes determines a partition (classification) of all objects into classes having

the same description in terms of these attributes. For example, attributes Q and L aggregate all
stores into the following classes {1, 2, 3}, {4}, {5, 6}.
Suppose we are interested in the following problem: what are the characteristic features of

stores having profit (or loss) in view of information available in Table 1. In other words, the ques-
tion is whether we are able to describe set (concept) {1, 3, 6} (or {2, 4, 5}) in terms of attributes
E,Q and L. It can be easily seen that this question cannot be answered uniquely in our case,
since stores 2 and 3 display the same features in terms of attributes E,Q and L, but store 2 makes
a profit, whereas store 3 has a loss. Thus information given in Table 1 is not sufficient to answer
this question. However, we can give a partial answer to this question. Let us observe that if the
attribute E has the value high for a certain store, then the store makes a �profit, whereas if the
value of the attribute E is low, then the store has a loss. Thus, in view of information contained
in Table 1, we can say for sure that stores 1 and 6 make a profit, stores 4 and 5 have losses ,
whereas stores 2 and 3 cannot be classified as making a profit or having losses. Therefore we can
give approximate answers only. Employing attributes E,Q and L, we can say that stores 1 and
6 surely make a profit, i.e., surely belong to the set {1, 3, 6}, whereas stores 1,2,3 and 6 possibly
make a profit, i.e., possibly belong to the set {1, 3, 6}.We will say that the set {1, 6} is the lower
approximation of the set (concept) {1, 3, 6}, and the set {1, 2, 3, 6} – is the upper approximation
of the set {1, 3, 6}. The set {2, 3}, being the difference between the upper approximation and the
lower approximation is refered to as the boundary region of the set {1, 3, 6}.
If in an information system we distinguish two classes of attributes, called condition and

decision (action) attributes, then such a table is called a decision table. In Table 1 the attribute
P can be regarded as a decision attribute, whereas the attributes E,Q and L, as condition
attributes. Decision attributes specify decisions which should be performed if conditions, specified
by condition attributes, are satisfied.
Thus each row of a decision table can be regarded as a decision rule of the form ”if ...then...”.

Object in a decision table are in this case are understood as labels of corresponding decision rules.
For example in Table 1 we have the following decision rules:

If (E = high) and (Q = good) and (L = no), then (P = profit),

If (E = no) and (Q = avg.) and (L = no), then (P = loss).

Rules having the same conditions but different decisions, are called conflicting or inconsistent;
otherwise the rules are nonconflicting or consistent. For example, in Table 1 rules 2 and 3 are
inconsistent, whereas the remaining rules are consistent. Consistent decision rules enable us to
make certain decisions, in contrast to inconsistent rules, which do not determine unique decisions,
whatsoever. The ratio of consistent rules to all rules can be used as a consistency measure of
the decision table. If the consistency measure is one the decision table uniquely determine the
decision process, and if it is less then one the decision process in adequately determined. Rough set
theory provides means to generate, analyze and optimize sets of decision rules obtained from data
tables. The decision table can be obtained as a result of observations (measurements), computer
simulation or knowledge of an expert. Many methods of optimal decision rule generations from
decision tables (simplifying of decision tables) using rough set theory can be found in the enclosed
references [1,21]. The proposed method of data analysis have several advantages. Some of them
are listed below.

• Provides efficient algorithms for finding hidden patterns in data.
• Finds minimal sets of data (data reduction).
• Evaluates significance of data.
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• Generates minimal sets of decision rules from data.
• It is easy to understand and offers straightforward interpretation of results.

The method is particularly suited for parallel processing , but in order to exploit this feature fully
a new hardware solution are necessary.
Several software systems based on rough set theory have been developed, e.g., LERS Rough

Das, Rough Class, DATALOGIC and others.
Decision tables can be also used to specify a control processes. In this case decision rule are

to be understand as control rules, which determine actions to be taken if certain conditions are
fulfilled. Consequently rough set theory can be used to derive optimal set of control rules from
the decision table. The problem will be discussed in more details in the next section.

3 Main Ideas of Rough Control

Imagine we want to perform delicate room temperature control for a sophisticated experiment,
perhaps for biomedical or solid state physics. In this scenario, we need fine temperature con-
trol: the allowable temperature deviation range is, say, within 0.02 ∅C of the target temperature
throughout the room. Furthermore, the homogeneity of the temperature distribution is required,
i.e., the temperature difference between any two points of one meter distance must be less than,
say, 0.01 ∅C. The difficulty of temperature control is compounded because of the various bound-
ary conditions. For example, the current level of robotics is not good enough to make robots
perform the experiment. That is, human technicians must be in the room, which themselves are
complicated heat sources.
Solving the problem theoretically, for example, by the Navier-Stokes’ equation for air flow,

associated with thermodynamic equations for heat conduction, convection, and radiation, under
such complicated boundary conditions is out of question. A practical approach is to develop
empirical formula for control from experimental data for temperature distributions and various
heat/cooling sources. Rough control may be used in various stages of such development.
The major component of the inputs (attributes) is the measured temperatures throughout

the room. Since the temperatures have to be measured three dimensionally, many sensors will be
required at least initially. Other factors, such as the human body heat source, can be added as a
part of the inputs.
The control may by described by an input-output mapping table, which may look as follows:

Input and Parameters Output
p1 p2 p3 . . . q1 q2 . . .
. . .
+.03 +.01 -.04 . . . -.6 +.2 . . .
+.02 +.02 -.05 . . . -.7 +.1 . . .
. . .

Such a table can be constructed initially in various ways. For example, if there are any existing
methods to approximate the mapping, they can be used. Also, experiments can be conducted by
human experts, possibly involving trial-and-errors.
The input-output table can now be treated like a decision table and by employing techniques

offered by the rough set theory we can generate from it an optimal set of control rules, which can
be put and executed by a rough set controller. Let us discuses this from the control point of view.
Since maintaining many temperature sensors is expensive, lesser sensors are desirable. During

the first stage, rough control may be used to reduce the number of sensors required to achieve the
required control. Similarly, some of output elements may be found insignificant and thus deleted.
Or, rough control may suggest other possible ways for achieving the same results.
After the initial construction of the input-output mapping table, the system becomes oper-

ational. However, the operations probably require much fine tuning. For example, there will be
a certain limit to the number of the table entries because of the space and efficiency. In other
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words, all the possible combinations of input-output values may not be included in the table.
Also, the data are incomplete and inaccurate. Rough control may be used for fine tuning of such
a circumstance. For example, the closest table entries are used as ”zeroth approximation.” Rough
control then finds ”superposing corrections” to the zeroth approximation. Rough control may
compute the corrections by first determining the input-to-output dependencies, then taking ”the
center of gravity” as in case of difuzzification. Generally, the use of traditional method for zeroth
approximation and rough control for fine tuning may be co nservative but probably safer than
relying the total control on a new technology. Many other variations and extensions for employ-
ing rough control would be possible, depending on the types of applications. The values of these
variables can be descriptive, such as p1 = moderately low, p2 = normal, and q1 = moderately
high. Each of these entities (rows) represents a control rule, e.g., when temperature = 25, and
pressure = 1.05, we should apply heat source = 0.3.
For certain applications, multiple, rather than single, tables may be more appropriate for the

system. Such situations may occur, for example, for the following cases.

(i) A table is so large that it is easier to develop and more efficient to operate and maintain
sub-tables than dealing with only one.

(ii) From the characteristics of the control system, it is natural to divide into multiple tables
(e.g., cases for acceleration, deceleration, and no acceleration).

For even larger tables, we can have a multi-level table structure. When the size of the tables get
large, how to efficiently search for specific rules will be a practically important issue. For fast
system response, such as for real-time control, involving a large rule base, concurrent (parallel or
distributed) computation may be necessary. Concurrent implementation of rough control should
be relatively easy since all the control rules are represented in table form. For example, each
of output may be determined independent of others by allocating an appropriate number of
processors. In the following, we discuss different phases of rough control applications.

(1) Rule simplification and generation.
One of strengths of rough set theory is data reduction and discovery. Given a set of control
rules , rough sets can simplify the system by reducing certain rules to fewer but equivalent
ones, or eliminating redundant input, output and rules .Also, less important rules may be
downgraded in priority or weighted by smaller factors. The target control systems can be
existing ones by conventional methods such as described by human experts, PID or fuzzy
control, or a new system to be created from scratch. Such refinement of input-to-output
mapping is conceivable for systems used many years without realization of such possibility.
These rule simplification and regarding processes may give the same result with possibly a
smaller set of rules achieving higher system efficiency as a whole. Practical applications of
traditional symbolic machine learning have been limited in comparison with, for example,
knowledge based systems. Its recent growth rate after 1990, however, is one of the fastest
among many AI techniques. Currently the most successful machine learning techniques ap-
pear to employ, for example, relatively straightforward rule induction method [2]. Observing
these recent developments in traditional machine learning, we should not be over-optimistic
but can expect reasonable successes in rule simplification and generation for rough control.

(2) Output generation.
Under an assumption of control rules, output values are determined for ”rough,” i.e., im-
precise or incomplete, input and parameter values and/or rules. The basic concept here is
to explore the most typical feature of rough set theory. That is, in context of rough control,
we perform input-to-output mapping under possibly an imprecise and incomplete environ-
ment. This type of rough control by output generation has high potentials when we look
at proven successes of fuzzy control, the key elements contributed to those successes, and
the similarities of the key elements in fuzzy and rough control. As stated earlier, the key
elements for fuzzy control successes are the use of descriptive expressions and uncertain
reasoning. Rough control also has these characteristics. We note that a combination of the
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above (1) and (2) is also possible, i.e., acquisition of control rules is performed in the first
phase, then applications of these rules may follow in the second phase.

(3) Derivation of numeric output values for any of the above.
Often, values of condition and decision attributes in rough sets are given in descriptive
expression such as ”slow.” For control problems, we need to derive numeric output values.
The situation is similar to the case of fuzzy control. Possible methods of deriving numeric
output values include the following.

• Making the control rules fine enough to directly produce numeric values. For example,
the closest match of the input table is determined, then the corresponding output
values in the table give the answer.

• Depending on the number of input and output variables and their ranges, Method
(i) may not give satisfactory answers. In such case, some kinds of a ”weighted mean”
of candidate output values can be computed. Given current input variable values,
closest matching rules in the table are found, with a measure of ”closeness” between
the current and each of the rules. Then a weighted mean of the corresponding output
values can be computed, with the higher closeness meaning the higher weights. This is
similar to difuzzification process of evaluating the center of gravity in fuzzy control in
a sense that a value is determined as a sort of a weighted mean of several values. This
can also be viewed as a type of weighted interpolation, determining a desired point
from several neighboring points.

• Use of consistency measure. When there are inconsistent control rules consistency
measures may become useful to determine output values.

Hybrid systems can also implemented. The key concept of hybrid systems is to complement each
other’s weakness, thus creating new approaches to solve problems. This hybrid system concept
is probably one of the most promising for practical applications. For example, fuzzy control
has many established application cases while rough control has relatively few. Integrating rough
control with successful fuzzy control cases could be relatively easy for accomplishing real world
practicality of rough control. Possible hybrid systems can be categorized as follows.

(i) Rough + fuzzy systems. (A major rough control system is augmented by a fuzzy system.)

(ii) Fuzzy + rough systems. (A major fuzzy system is augmented by a rough control system.)

(iii) Rough + neural network systems.

(iv) Neural network + rough systems.

(v) Rough + other systems (e.g., PID, genetic algorithms, chaos).

(vi) Other + rough systems.

In addition, more than two systems, such as rough + fuzzy + neural network, can be integrated
into one. Also, the components of a hybrid system such as rough and fuzzy control can simply
coexist to help each other without major-augment distinction.
Similarly, neural network + rough system may enhance the system. One major bottleneck of

the backpropagation model in terms of practicality is the slowness of the learning process. Rough
sets may be used as a front-end of the neural network system to pre-process the training patterns
or learning process, or as an aid for pre-designing the neural network architecture.
Genetic algorithms are computer models based on genetics and evolution. Their basic idea is

the genetic programs works toward finding better solutions to problems, just as species evolve to
better adapt to their environments. One common problem in genetic algorithms is the slowness
of the evolution. As in case of neural networks, rough sets may be used to ”clean up” parameter
or gene values, especially there are certain vagueness involved in these values.
Similar hybrid systems are conceivable for rough + other type systems.
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4 Conclusions

This article has presented a preliminary study on principles and potential applications of rough
control. The most important current problem is to further conduct a more detailed feasibility
study for specific applications for which rough control fits the best and to actually implement
prototypes and real world fielded applications.
The types of control for which rough control may be particularly useful are as follows:

(1) A large complex system: For example, the number of input, parameter, and output variables,
or the number of rules is so large that it is difficult to simplify the system by hand or other
techniques. Also, when a system has been built over years, adding more and more rules to
the existing rule set, it may be difficult to find redundant or simple but equivalent rules. For
these situations, rough control will improve the system efficiently by refining the variable
sets and rules.

(2) A system that involves incompleteness or impreciseness for input, parameter, output, or
rules. Fuzzy control also deals with vagueness for these attributes, but in a different way.

For future development, major steps are:

(1) Selection of specific applications where rough control fits the best.

(2) Planning. e.g., how to tailor the given control problem to fit the rough control approaches
described in this article.

(3) Design. e.g., how to structure a large amount of input-to-output control information, pos-
sibly using multi-level tables. How to search for these tables to find matching rules.

(4) Implementation and testing.

(5) Problems such as performance measurement and stability.

(6) Effective integration of hybrid systems.

These steps for each application may require significant development efforts. We hope this article
serves as a stepping stone for future extensive applications of rough control.
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