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#### Abstract

We prove two-sided Chevet-type inequalities for independent symmetric Weibull random variables with shape parameter $r \in[1,2]$. We apply them to provide two-sided estimates for operator norms from $\ell_{p}^{n}$ to $\ell_{q}^{m}$ of random matrices $\left(a_{i} b_{j} X_{i, j}\right)_{i \leq m, j \leq n}$, in the case when $X_{i, j}$ 's are iid symmetric Weibull variables with shape parameter $r \in[1,2]$ or when $X$ is an isotropic log-concave unconditional random matrix. We also show how these Chevet-type inequalities imply two-sided bounds for maximal norms from $\ell_{p}^{n}$ to $\ell_{q}^{m}$ of submatrices of $X$ in both Weibull and log-concave settings.
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## 1 Introduction and main results

### 1.1 Chevet-type two-sided bounds

The classical Chevet inequality [14] is a two-sided bound for operator norms of Gaussian random matrices with iid entries. It states that if $g_{i, j}, g_{i}, i, j \geq 1$ are iid standard Gaussian random variables, then for every pair of nonempty bounded sets $S \subset \mathbb{R}^{m}, T \subset \mathbb{R}^{n}$ we have

$$
\begin{equation*}
\mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} g_{i, j} s_{i} t_{j} \sim \sup _{s \in S}\|s\|_{2} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} g_{j} t_{j}+\sup _{t \in T}\|t\|_{2} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} g_{i} s_{i} . \tag{1.1}
\end{equation*}
$$

Here and in the sequel we write $f \lesssim g$ or $g \gtrsim f$, if $f \leq C g$ for a universal constant $C$, and $f \sim g$ if $f \lesssim g \lesssim f$. (We write $\lesssim \alpha, \sim_{K, \gamma}$, etc. if the underlying constant depends on the parameters given in the subscripts.) The original motivation for Chevet's result was convergence of Gaussian random sums in tensor spaces. In this article we use Chevet-type bounds to provide two-sided bounds for operator norms of several classes of

[^0]random matrices, including structured log-concave matrices. To this end we need to find a two-sided counterpart of (1.1) for exponential and, more generally, Weibull random variables.

Chevet's inequality was generalised to several settings. A version for iid stable r.v.'s was provided in [15]. Moreover, it was shown in [1, Theorem 3.1] that the upper bound in (1.1) holds if one replaces - on both sides of (1.1) - iid Gaussians by iid symmetric exponential r.v.'s. It is however not hard to see (cf. Remark 3 following Theorem 3.1 in [1]) that such a bound cannot be reversed. This is the reason why the Chevet-type bound from [1] is not sufficient for obtaining optimal (in the sense that the lower and the upper bounds coincide up to a universal constant) bounds for a general $\ell_{p} \rightarrow \ell_{q}$ norm of random matrices.

The first result of this note is an optimal counterpart of (1.1) for symmetric Weibull matrices ( $X_{i, j}$ ) with a fixed (shape) parameter $r \in[1,2]$, i.e., symmetric random variables $X_{i, j}$ such that

$$
\mathbb{P}\left(\left|X_{i, j}\right| \geq t\right)=\exp \left(-t^{r}\right) \quad \text { for every } t \geq 0
$$

It is natural to consider Weibull r.v.'s since they interpolate between Gaussian and exponential r.v.'s - the case $r=1$ corresponds to exponential r.v.'s, whereas in the case $r=2$ the r.v.'s $X_{i, j}$ are comparable to Gaussian r.v.'s with variance $1 / 2$ (see Lemma 3.12 below). In particular, our result in the case $r=1$ provides two-sided bounds for iid exponential r.v.'s, which is therefore a better version of the aforementioned upper bound obtained in [1]. In this note $\rho^{*}$ denotes the Hölder conjugate of $\rho \in[1, \infty]$, i.e., the unique element of $[1, \infty]$ satisfying $\frac{1}{\rho}+\frac{1}{\rho^{*}}=1$.
Theorem 1.1. Let $X_{i, j}, X_{i}, X_{j}, 1 \leq i \leq m, 1 \leq j \leq n$ be iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$. Then for every nonempty bounded sets $S \subset \mathbb{R}^{m}$ and $T \subset \mathbb{R}^{n}$ we have

$$
\begin{aligned}
& \mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} X_{i, j} s_{i} t_{j} \sim \sim \sup _{s \in S}\|s\|_{r^{*}} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} X_{j} t_{j}+\sup _{t \in T}\|t\|_{r^{*}} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} X_{i} s_{i} \\
&+\mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} g_{i, j} s_{i} t_{j} \\
& \sim \sup _{s \in S}\|s\|_{r^{*}} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} X_{j} t_{j}+\sup _{s \in S}\|s\|_{2} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} g_{j} t_{j} \\
&+\sup _{t \in T}\|t\|_{r^{*}} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} X_{i} s_{i}+\sup _{t \in T}\|t\|_{2} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} g_{i} s_{i} .
\end{aligned}
$$

Theorem 1.1 is a two sided version of the Chevet-type bound from [1] and yields optimal bounds for norms of random matrices in various settings, including the tensor structured isotropic log-concave unconditional case, in which we are able to loose logarithmic terms appearing in [31, Theorem 1.1]. Let us note that the main difficulties in Theorem 1.1 were figuring out the correct upper bound and proving the lower bound; the proof of the upper bound actually follows the lines of the proof of [1, Theorem 3.1].

Theorem 1.1 generalizes to the case of independent $\psi_{r}$ random variables. There are several equivalent definitions of this notion - in this paper we say that a random variable $Z$ is $\psi_{r}$ with constant $\sigma$ if

$$
\mathbb{P}(|Z| \geq t) \leq 2 e^{-(t / \sigma)^{r}} \quad \text { for every } t \geq 0
$$

One of the reasons to investigate Weibull r.v.'s is that Weibulls with parameter $r$ are extremal in the class of $\psi_{r}$ random variables, which appear frequently in probability theory, statistics, and their applications, e.g., in convex geometry (see, e.g., [11, 13,

34]). In particular, Theorem 1.1 and a standard estimate (see Lemma 2.1 below) yield the following result (observe that we do not assume that the r.v.'s $Y_{i, j}$ are identically distributed).
Corollary 1.2. Let $X_{1}, X_{2}, \ldots$ be iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$, and let $Y_{i, j}, 1 \leq i \leq m, 1 \leq j \leq n$ be independent centered $\psi_{r}$ random variables with constant $\sigma$. Then for every bounded nonempty sets $S \subset \mathbb{R}^{m}$ and $T \subset \mathbb{R}^{n}$ we have

$$
\begin{aligned}
& \mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} Y_{i, j} s_{i} t_{j} \lesssim \sigma\left(\sup _{s \in S}\|s\|_{r^{*}} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} X_{j} t_{j}+\sup _{s \in S}\|s\|_{2} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} g_{j} t_{j}\right. \\
&\left.+\sup _{t \in T}\|t\|_{r^{*}} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} X_{i} s_{i}+\sup _{t \in T}\|t\|_{2} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} g_{i} s_{i}\right) .
\end{aligned}
$$

Let us now focus on the case $r=1$. Random vectors with independent symmetric exponential coordinates are extremal in the class of unconditional isotropic log-concave random vectors (cf., [9, 20]). Recall that we call a random vector $Z$ in $\mathbb{R}^{k} \log$-concave if for any compact nonempty sets $K, L \subset \mathbb{R}^{k}$ and $\lambda \in[0,1]$ we have

$$
\mathbb{P}(Z \in \lambda K+(1-\lambda) L) \geq \mathbb{P}(Z \in K)^{\lambda} \mathbb{P}(Z \in L)^{1-\lambda}
$$

Log-concave vectors are a natural generalization of the class of uniform distributions over convex bodies and they are widely investigated in convex geometry and high dimensional probability (see the monographs [5, 11]). By the result of Borell [10] we know that log-concave vectors with nondegenerate covariance matrix are exactly the vectors with a log-concave density, i.e., with a density whose logarithm is a concave function with values in $[-\infty, \infty)$.

A random vector $Z$ in $\mathbb{R}^{k}$ is called unconditional if for every choice of $\pm 1$ signs $\eta_{i}$, the vectors $Z$ and $\left(\eta_{i} Z_{i}\right)_{i \leq k}$ are equally distributed (or, equivalently, that $Z$ and $\left(\varepsilon_{i} Z_{i}\right)_{i \leq k}$ are equally distributed, where $\varepsilon_{1}, \ldots, \varepsilon_{k}$ are iid symmetric Bernoulli variables independent of $Z$ ). A random vector is called isotropic if it is centered and its covariance matrix is the identity.
[20, Theorem 2] yields that for every bounded nonempty set $U$ in $\mathbb{R}^{k}$ (see Lemma 2.2 below for a standard reduction to the case of symmetric index sets) and every $k$ dimensional unconditional isotropic log-concave random vector $Y$,

$$
\begin{equation*}
\mathbb{E} \sup _{u \in U} \sum_{i=1}^{k} u_{i} Y_{i} \lesssim \mathbb{E} \sup _{u \in U} \sum_{i=1}^{k} u_{i} E_{i} \tag{1.2}
\end{equation*}
$$

where $E_{1}, E_{2}, \ldots, E_{k}$ are independent symmetric exponential r.v.'s (i.e., iid Weibull r.v.'s with shape parameter $r=1$ ). Hence, Theorem 1.1 yields the following Chevet-type bound for isotropic unconditional log-concave random matrices.

Corollary 1.3. Let $E_{1}, E_{2}, \ldots$ be iid symmetric exponential random variables, and let $Y=\left(Y_{i, j}\right)_{1 \leq i \leq m, 1 \leq j \leq n}$ be a random matrix with isotropic unconditional log-concave distribution on $\mathbb{R}^{m n}$. Then for every bounded nonempty sets $S \subset \mathbb{R}^{m}$ and $T \subset \mathbb{R}^{n}$ we have

$$
\begin{aligned}
& \mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} Y_{i, j} s_{i} t_{j} \lesssim \sup _{s \in S}\|s\|_{\infty} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} E_{j} t_{j}+\sup _{s \in S}\|s\|_{2} \mathbb{E} \sup _{t \in T} \sum_{j=1}^{n} g_{j} t_{j} \\
&+\sup _{t \in T}\|t\|_{\infty} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} E_{i} s_{i}+\sup _{t \in T}\|t\|_{2} \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} g_{i} s_{i} .
\end{aligned}
$$

Let us stress that estimate (1.2) is no longer true for general isotropic log-concave vectors as [1, Theorem 5.1] shows. We do not know whether there exists a counterpart of Corollary 1.3 for arbitrary isotropic log-concave random matrices.

The next subsection reveals how our Chevet-type inequalities imply precise bounds for norms of random matrices.

### 1.2 Norms of random matrices

Initially motivated by mathematical physics, the theory of random matrices [4, 33] is now used in many areas of mathematics. A great effort was made to understand the asymptotic behaviour of the edge of the spectrum of random matrices with independent entries. In particular, numerous bounds on their spectral norm (i.e., the largest singular value) were derived. The seminal result of Seginer [30] states that in the iid case the expectation of the spectral norm is of the same order as the expectation of the maximum Euclidean norm of rows and columns of a given random matrix. We know from [27] that the same is true for the structured Gaussian matrices $G_{A}=\left(a_{i, j} g_{i, j}\right)_{i \leq m, j \leq n}$, where $g_{i, j}$ 's are iid standard Gaussian r.v.'s, and $\left(a_{i, j}\right)_{i, j}$ is a deterministic matrix encoding the covariance structure of $G_{A}$. Although in the structured Gaussian case we still assume that the entries are independent, obtaining optimal bounds in this case was much more challenging than in the non-structured case. Upper bounds for the spectral norm of some Gaussian random matrices with dependent entries were obtained very recently in [6].

In this note we are interested in bounding more general operator norms of random matrices. For $\rho \in[1, \infty)$ by $\|x\|_{\rho}=\left(\sum_{i}\left|x_{i}\right|^{\rho}\right)^{1 / \rho}$, we denote the $\ell_{\rho}$-norm of a vector $x$. A similar notation, $\|S\|_{\rho}=\left(\mathbb{E}|S|^{\rho}\right)^{1 / \rho}$ is used for the $L_{\rho}$-norm of a random variable $S$. For $\rho=\infty$ we write $\|x\|_{\infty}:=\max _{i}\left|x_{i}\right|$. By $B_{\rho}^{k}$ we denote the unit ball in $\left(\mathbb{R}^{k},\|\cdot\|_{\rho}\right)$. For an $m \times n$ matrix $X=\left(X_{i, j}\right)_{i \leq m, j \leq n}$ we denote by

$$
\|X\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}=\sup _{t \in B_{p}^{n}}\|X t\|_{q}=\sup _{t \in B_{p}^{n}, s \in B_{q^{*}}^{m}} s^{T} X t=\sup _{t \in B_{p}^{n}, s \in B_{q^{*}}^{m}} \sum_{i \leq m, j \leq n} X_{i, j} s_{i} t_{j}
$$

its operator norm from $\ell_{p}^{n}$ to $\ell_{q}^{m}$. In particular, $\|X\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{m}}$ is the spectral norm of $X$. When $(p, q) \neq(2,2)$, the moment method used to upper bound the operator norm cannot be employed. This is one of the reasons why upper bounds for $\mathbb{E}\|X\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}$ are known only in some special cases, and most of them are optimal only up to logarithmic factors. Before we move to a brief survey of these results, let us note that bounds for $\mathbb{E}\|X\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}$ yield both tail bounds for $\|X\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}$ and bounds for $\left(\mathbb{E}\|X\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}^{\rho}\right)^{1 / \rho}$ for every $\rho \geq 1$, provided that the entries of $X$ satisfy a mild regularity assumption; see [3, Proposition 1.16] for more details.

Chevet's inequality together with, say, Remark 3.14 below easily yields the following two-sided estimate for $\ell_{p}^{n} \rightarrow \ell_{q}^{m}$ norms of iid Gaussian matrices for every $p, q \in[1, \infty]$,

$$
\begin{align*}
\mathbb{E}\left\|\left(g_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} & \sim \begin{cases}m^{1 / q-1 / 2} n^{1 / p^{*}}+n^{1 / p^{*}-1 / 2} m^{1 / q}, & p^{*}, q \leq 2 \\
\sqrt{p^{*} \wedge \log n} n^{1 / p^{*}} m^{1 / q-1 / 2}+m^{1 / q}, & q \leq 2 \leq p^{*}, \\
n^{1 / p^{*}}+\sqrt{q \wedge \log m} m^{1 / q} n^{1 / p^{*}-1 / 2}, & p^{*} \leq 2 \leq q, \\
\sqrt{p^{*} \wedge \log n} n^{1 / p^{*}}+\sqrt{q \wedge \log m} m^{1 / q}, & 2 \leq q, p^{*}\end{cases}  \tag{1.3}\\
& \sim \sqrt{p^{*} \wedge \log n} m^{(1 / q-1 / 2) \vee 0} n^{1 / p^{*}}+\sqrt{q \wedge \log m} n^{\left(1 / p^{*}-1 / 2\right) \vee 0} m^{1 / q}
\end{align*}
$$

where to simplify the notation we define

$$
\log n=\max \{1, \ln n\}
$$

If the entries $X_{i, j}$ are bounded and centered, then it is known that

$$
\mathbb{E}\left\|\left(X_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \lesssim_{p, q} \begin{cases}m^{1 / q-1 / 2} n^{1 / p^{*}}+n^{1 / p^{*}-1 / 2} m^{1 / q}, & p^{*}, q \leq 2  \tag{1.4}\\ m^{1 / q-1 / 2} n^{1 / p^{*}}+m^{1 / q}, & q \leq 2 \leq p^{*} \\ n^{1 / p^{*}}+n^{1 / p^{*}-1 / 2} m^{1 / q}, & p^{*} \leq 2 \leq q \\ n^{1 / p^{*}}+m^{1 / q}, & 2 \leq p^{*}, q\end{cases}
$$

This was proven in [8] in the case $p=2 \leq q$ and may be easily extrapolated to the whole range $1 \leq p, q \leq \infty$ (see [7, 12], cf., [3, Remark 4.2]). Moreover, in the case of matrices with iid symmetric Bernoulli r.v.'s inequality (1.4) may be reversed. In [28, Lemma 172] it was shown that in the square case (i.e., when $m=n$ ) estimate (1.4) holds with a constant non depending on $p$ and $q$. The two-sided estimate for rectangular Bernoulli matrices is more complicated - we capture the correct dependence of the underlying constants on $p$ and $q$ in [24]. As for the Gaussian random matrices, the Bernoulli structured case is much more difficult to deal with, even when $p=q=2$. Nevertheless, in this case a two-sided bound was conjectured in [25], and proven up to $\log \log \log$ factor in [21].

The case of structured Gaussian matrices in the range $p \leq 2 \leq q$ was investigated in [18]; in this case

$$
\mathbb{E}\left\|G_{A}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \sim_{p, q} \max _{j \leq n}\left\|\left(a_{i, j}\right)_{i=1}^{m}\right\|_{q}+(\log m)^{1 / q}\left(\max _{i \leq m}\left\|\left(a_{i, j}\right)_{j=1}^{n}\right\|_{p^{*}}+\mathbb{E} \max _{i \leq m, j \leq n}\left|a_{i, j} g_{i, j}\right|\right) .
$$

Since in the range $p \leq 2 \leq q$ we have

$$
\begin{aligned}
\left\|\left(a_{i, j}\right)_{i=1}^{m}\right\|_{q}+\left\|\left(a_{i, j}\right)_{j=1}^{n}\right\|_{p^{*}}+\mathbb{E} \max _{i \leq m, j \leq n} & \left|a_{i, j} g_{i, j}\right| \\
& \sim_{p, q} \mathbb{E} \max _{i \leq m}\left\|\left(a_{i, j} g_{i, j}\right)_{j}\right\|_{p^{*}}+\mathbb{E} \max _{j \leq n}\left\|\left(a_{i, j} g_{i, j}\right)_{i}\right\|_{q}
\end{aligned}
$$

(see [3, Remark 1.1]), it seems natural to expect, that, as in the case $p=q=2$,

$$
\mathbb{E}\left\|G_{A}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \stackrel{?}{\sim}_{p, q} \mathbb{E} \max _{i \leq m}\left\|\left(a_{i, j} g_{i, j}\right)_{j}\right\|_{p^{*}}+\mathbb{E} \max _{j \leq n}\left\|\left(a_{i, j} g_{i, j}\right)_{i}\right\|_{q}
$$

However, this bound fails outside the range $p \leq 2 \leq q$ (see [3, Remark 1.1]). In order to present a more reasonable conjecture how $\mathbb{E}\left\|G_{A}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}$ behaves in other ranges of $p$ and $q$ we need some additional notation. Let

$$
\begin{aligned}
D_{1} & :=\left\|\left(a_{i, j}^{2}\right)_{i \leq m, j \leq n}: \ell_{p / 2}^{n} \rightarrow \ell_{q / 2}^{m}\right\|^{1 / 2}, \\
D_{2}:=\left\|\left(a_{j, i}^{2}\right)_{j \leq n, i \leq m}: \ell_{q^{*} / 2}^{m} \rightarrow \ell_{p^{*} / 2}^{n}\right\|^{1 / 2}, & d_{i}:=\left\|\left(a_{i, j}\right)_{i \leq m}\right\|_{2 q /(2-q)}, \\
\text { and } D_{3}= & \begin{cases}\left.\mathbb{E} \max _{i, j}\right)_{j \leq n} \|_{2 p /(p-2)}, \\
\max _{j \leq n} \sqrt{\ln (j+1)} b_{j}^{*} & \text { if } p \leq q \leq 2, \\
\max _{i \leq m} \sqrt{\ln (i+1)} d_{i}^{*} & \text { if } 2 \leq p \leq q, \\
0 & \text { if } q<p,\end{cases}
\end{aligned}
$$

where $\left(c_{i}^{*}\right)_{i=1}^{k}$ is the nonincreasing rearrangement of $\left(\left|c_{i}\right|\right)_{i=1}^{k}$.
The following conjecture was posed in [3].
Conjecture 1.4. Is it true that for all $1 \leq p, q \leq \infty$,

$$
\begin{equation*}
\mathbb{E}\left\|G_{A}: \ell_{p}^{n} \rightarrow \ell_{q}^{m}\right\| \sim_{p, q} D_{1}+D_{2}+D_{3} \quad ? \tag{1.5}
\end{equation*}
$$

It is known by [3, (1.13) and Corollary 1.4 ] that (1.5) holds up to logarithmic terms. However, it seems that proving the correct asymptotic bound for the operator norm from $\ell_{p}$ to $\ell_{q}$ of a structured Gaussian is a challenge. All the more, there is currently no hope
of getting two-sided bounds in a general case of the structured matrices $\left(a_{i, j} X_{i, j}\right)_{i \leq m, j \leq n}$ for a wider class of iid random variables $X_{i, j}$. Therefore, in this paper we restrict ourselves to a special class of variance structures $\left(a_{i, j}\right)_{i \leq m, j \leq n}$ : the tensor structure. In other words, we assume that the structure has a tensor form $a_{i, j}=a_{i} b_{j}$ for some $a \in \mathbb{R}^{m}$ and $b \in \mathbb{R}^{n}$. In this case Chevet-type bounds stated in Theorem 1.1 allow us to provide two-sided bounds - with constants independent of $p$ and $q$ - for exponential, Gaussian, and, more general, Weibull tensor structured random matrices. Since these bounds have quite complicated forms we postpone the exact formulations to Section 3. Let us only announce here two corollaries from these bounds. The first one is an affirmative answer to Conjecture 1.4 in the case when $\left(a_{i, j}\right)$ has a tensor form (see Corollary 3.2 below). In Section 3 we state also a counterpart of this conjecture for weighted Weibull matrices and verify it in the tensor case. Moreover, using (1.2) and a bound for $\mathbb{E}\left\|\left(a_{i} b_{j} E_{i, j}\right)\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}$ we provide a two-sided bound for weighted unconditional isotropic log-concave random matrices $\left(a_{i, j} Y_{i, j}\right)$ in the tensor case $a_{i, j}=a_{i} b_{j}$ (see Corollary 3.4 below). We do not know whether a similar bound holds without the unconditionality assumption.

Let us now move to another application of Theorem 1.1. We first formulate it for Weibull matrices. By $l_{p}^{J}$ we denote the space $\left\{\left(x_{j}\right)_{j \in J}: \sum_{j \in J}\left|x_{j}\right|^{p} \leq 1\right\}$ equipped with the norm $\|x\|_{p}:=\left(\sum_{j \in J}\left|x_{j}\right|^{p}\right)^{1 / p}$.
Theorem 1.5. Let $r \in[1,2]$ and $\left(X_{i, j}\right)_{i \leq m, j \leq n}$ be independent, centered, $\psi_{r}$ random variables with constant $\sigma$. Then for any $1 \leq k \leq m, 1 \leq l \leq n$ and $p, q \in[1, \infty]$,

$$
\begin{aligned}
\underset{I, J}{\mathbb{E} \sup _{I, J}\left\|\left(X_{i, j}\right)_{i \in I, j \in J}\right\|_{\ell_{p}^{J} \rightarrow \ell_{q}^{I}} \lesssim \sigma} & k^{(1 / q-1 / r) \vee 0} l^{1 / p^{*}}\left(\log \left(\frac{n}{l}\right) \vee\left(p^{*} \wedge \log l\right)\right)^{1 / r} \\
& +k^{(1 / q-1 / 2) \vee 0} l^{1 / p^{*}}\left(\log \left(\frac{n}{l}\right) \vee\left(p^{*} \wedge \log l\right)\right)^{1 / 2} \\
& +l^{\left(1 / p^{*}-1 / r\right) \vee 0} k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee(q \wedge \log k)\right)^{1 / r} \\
& \left.+l^{\left(1 / p^{*}-1 / 2\right) \vee 0} k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee(q \wedge \log k)\right)^{1 / 2}\right),
\end{aligned}
$$

where the supremum runs over all sets $I \subset[m], J \subset[n]$ such that $|I|=k$ and $|J|=l$. Moreover, the above bound may be reversed if $\left(X_{i, j}\right)_{i \leq m, j \leq n}$ are iid symmetric Weibull r.v.'s with parameter $r$.

Theorem 1.5 applied with $r=1$, and (1.2) yield the following corollary.
Corollary 1.6. Let $\left(Y_{i, j}\right)_{i \leq m, j \leq n}$ be isotropic log-concave unconditional matrix. Then for any $1 \leq k \leq m, 1 \leq l \leq n$ and $p, q \in[1, \infty]$,

$$
\begin{aligned}
\mathbb{E} \sup _{I, J}\left\|\left(Y_{i, j}\right)_{i \in I, j \in J}\right\|_{\ell_{p}^{J} \rightarrow \ell_{q}^{I}} \lesssim & l^{1 / p^{*}}\left(\log \left(\frac{n}{l}\right) \vee\left(p^{*} \wedge \log l\right)\right) \\
& +k^{(1 / q-1 / 2) \vee 0} l^{1 / p^{*}}\left(\log \left(\frac{n}{l}\right) \vee\left(p^{*} \wedge \log l\right)\right)^{1 / 2} \\
& +k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee(q \wedge \log k)\right) \\
& +l^{\left(1 / p^{*}-1 / 2\right) \vee 0} k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee(q \wedge \log k)\right)^{1 / 2}
\end{aligned}
$$

where the supremum runs over all sets $I \subset[m], J \subset[n]$ such that $|I|=k$ and $|J|=l$. Moreover, the above bound may be reversed if $\left(Y_{i, j}\right)_{i \leq m, j \leq n}$ are iid symmetric exponential r.v.'s.

Theorem 1.5 and Corollary 1.6 give estimates on the largest operator norm among all submatrices of $X$ of fixed size. Let us remark that quantities of this type were investigated before in [3] and, for $p=q=2$, in [1] as a tool in the study of the restricted
isometry property, and in $[2,29]$ in the analysis of entropic uncertainty principles for random quantum measurements.

Applying Theorem 1.5 with $k=m$ and $l=n$ we derive the following bound which extends (1.3) to the case of Weibull matrices (this also follows from Theorem 3.3 from Section 3 applied with $a_{i}=b_{j}=1$ ).
Corollary 1.7. Let $\left(X_{i, j}\right)_{i \leq m, i \leq n}$ be iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$. Then for every $1 \leq p, q \leq \infty$,

$$
\begin{aligned}
& \mathbb{E}\left\|\left(X_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \\
& \sim \begin{cases}m^{1 / q-1 / 2} n^{1 / p^{*}}+n^{1 / p^{*}-1 / 2} m^{1 / q}, & p^{*}, q \leq 2, \\
\left(p^{*} \wedge \log n\right)^{1 / r} n^{1 / p^{*}} m^{(1 / q-1 / r) \vee 0}+\sqrt{p^{*} \wedge \log n} n^{1 / p^{*}} m^{1 / q-1 / 2}+m^{1 / q}, & q \leq 2 \leq p^{*}, \\
n^{1 / p^{*}}+(q \wedge \log m)^{1 / r} m^{1 / q} n^{\left(1 / p^{*}-1 / r\right) \vee 0}+\sqrt{q \wedge \log m} m^{1 / q} n^{1 / p^{*}-1 / 2}, & p^{*} \leq 2 \leq q, \\
\left(p^{*} \wedge \log n\right)^{1 / r} n^{1 / p^{*}}+(q \wedge \log m)^{1 / r} m^{1 / q}, & 2 \leq p^{*}, q\end{cases} \\
& \sim\left(p^{*} \wedge \log n\right)^{1 / r} m^{(1 / q-1 / r) \vee 0} n^{1 / p^{*}}+\sqrt{p^{*} \wedge \log n} m^{(1 / q-1 / 2) \vee 0} n^{1 / p^{*}}
\end{aligned}
$$

In particular, if $n=m$, then

$$
\mathbb{E}\left\|\left(X_{i, j}\right)_{i, j=1}^{n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{n}} \sim \begin{cases}n^{1 / q+1 / p^{*}-1 / 2}, & p^{*}, q \leq 2 \\ \left(p^{*} \wedge q \wedge \log n\right)^{1 / r} n^{1 /\left(p^{*} \wedge q\right)}, & p^{*} \vee q \geq 2\end{cases}
$$

Lemma 3.8 below and the bound $\left\|X_{i, j}\right\|_{\rho}=(\Gamma(\rho / r+1))^{1 / \rho} \sim(\rho / r)^{1 / r} \sim \rho^{1 / r}$ imply that the estimates in Corollary 1.7 are equivalent to

$$
\begin{equation*}
\mathbb{E}\left\|\left(X_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \sim m^{1 / q} \sup _{t \in B_{p}^{n}}\left\|\sum_{j=1}^{n} t_{j} X_{1, j}\right\|_{q \wedge \log m}+n^{1 / p^{*}} \sup _{s \in B_{q^{*}}^{m}}\left\|\sum_{i=1}^{m} s_{i} X_{i, 1}\right\|_{p^{*} \wedge \log n} \tag{1.6}
\end{equation*}
$$

and, in the square case, to

$$
\mathbb{E}\left\|\left(X_{i, j}\right)_{i, j=1}^{n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{n}} \sim \begin{cases}n^{1 / q+1 / p^{*}-1 / 2}\left\|X_{1,1}\right\|_{2}, & p^{*}, q \leq 2  \tag{1.7}\\ n^{1 /\left(p^{*} \wedge q\right)}\left\|X_{1,1}\right\|_{p^{*} \wedge q \wedge \log n}, & p^{*} \vee q \geq 2\end{cases}
$$

In the upcoming work [24] we show that (1.6) and (1.7) hold for a wider class of centered iid random matrices satisfying the following mild regularity assumption: there exists $\alpha \geq 1$ such that for every $\rho \geq 1$,

$$
\left\|X_{i, j}\right\|_{2 \rho} \leq \alpha\left\|X_{i, j}\right\|_{\rho}
$$

this class contains, e.g., all log-concave random matrices with iid entries and iid Weibull random variables with shape parameter $r \in(0, \infty]$.

The rest of this paper is organized as follows. Section 2 contains the proof of Theorem 1.1, Corollary 1.2, and inequality (1.2). In Section 3 we formulate and prove bounds for norms of random matrices in the tensor structured case. Finally, Section 4 contains the proof of Theorem 1.5.

## 2 Proofs of Chevet-type bounds

In this section we show how to derive Chevet-type bounds. Then we move to the proofs of Corollary 1.2 and inequality (1.2).

Proof of Theorem 1.1. The second estimate follows by Chevet's inequality. The proof of the first upper bound is a modification of the proof of [1, Theorem 3.1].

Let us briefly recall the notation from [1]. For a metric space ( $U, d$ ) and $\rho>0$ let

$$
\gamma_{\rho}(U, d):=\inf _{\left(U_{l}\right)_{l=0}^{\infty}} \sup _{u \in U} \sum_{l=0}^{\infty} 2^{l / \rho} d\left(u, U_{l}\right)
$$

where the infimum is taken over all admissible sequences of sets, i.e., all sequences $\left(U_{l}\right)_{l=0}^{\infty}$ of subsets of $U$, such that $\left|U_{0}\right|=1$, and $\left|U_{l}\right| \leq 2^{2^{l}}$ for $l \geq 1$. Let $d_{\rho}$ be the $\ell_{\rho}$-metric in the appropriate dimension. Since $r \in[1,2]$, by the result of Talagrand [32] (one may also use the more general [26, Theorem 2.4] to see more explicitely that two-sided bounds hold with constants independent of parameter $r$ ) for every nonempty $U \subset \mathbb{R}^{k}$,

$$
\begin{equation*}
\mathbb{E} \sup _{u \in U} \sum_{i \leq k} u_{i} g_{i} \sim \gamma_{2}\left(U, d_{2}\right) \quad \text { and } \quad \mathbb{E} \sup _{u \in U} \sum_{i=1}^{k} u_{i} X_{i} \sim \gamma_{r}\left(U, d_{r^{*}}\right)+\gamma_{2}\left(U, d_{2}\right) \tag{2.1}
\end{equation*}
$$

For nonempty sets $S \subset \mathbb{R}^{m}$ and $T \subset \mathbb{R}^{n}$ let

$$
S \otimes T=\{s \otimes t: s \in S, t \in T\}
$$

where $s \otimes t:=\left(s_{i} t_{j}\right)_{i \leq m, j \leq n}$ belongs to the space of real $m \times n$ matrices, which we identify with $\mathbb{R}^{m n}$. Now we will prove that

$$
\begin{equation*}
\gamma_{r}\left(S \otimes T, d_{r^{*}}\right) \sim \sup _{t \in T}\|t\|_{r^{*}} \gamma_{r}\left(S, d_{r^{*}}\right)+\sup _{s \in S}\|s\|_{r^{*}} \gamma_{r}\left(T, d_{r^{*}}\right) \tag{2.2}
\end{equation*}
$$

Let $S_{l} \subset S$ and $T_{l} \subset T, l=0,1, \ldots$ be admissible sequences of sets. Set $T_{-1}:=T_{0}$, $S_{-1}:=S_{0}$ and define $U_{l}:=S_{l-1} \otimes T_{l-1}$. Then $\left(U_{l}\right)_{l \geq 0}$ is an admissible sequence of subsets of $S \otimes T$.

Note that for all $s^{\prime}, s^{\prime \prime} \in S$, and $t^{\prime}, t^{\prime \prime} \in T$ we have

$$
\begin{aligned}
d_{r^{*}}\left(s^{\prime} \otimes t^{\prime}, s^{\prime \prime} \otimes t^{\prime \prime}\right) & =\left\|s^{\prime} \otimes t^{\prime}-s^{\prime \prime} \otimes t^{\prime \prime}\right\|_{r^{*}} \leq\left\|s^{\prime} \otimes\left(t^{\prime}-t^{\prime \prime}\right)\right\|_{r^{*}}+\left\|\left(s^{\prime}-s^{\prime \prime}\right) \otimes t^{\prime \prime}\right\|_{r^{*}} \\
& =\left\|s^{\prime}\right\|_{r^{*}}\left\|t^{\prime}-t^{\prime \prime}\right\|_{r^{*}}+\left\|t^{\prime \prime}\right\|_{r^{*}}\left\|s^{\prime}-s^{\prime \prime}\right\|_{r^{*}} \\
& \leq \sup _{s \in S}\|s\|_{r^{*}} d_{r^{*}}\left(t^{\prime}, t^{\prime \prime}\right)+\sup _{t \in T}\|t\|_{r^{*}} d_{r^{*}}\left(s^{\prime}, s^{\prime \prime}\right)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\gamma_{r}\left(S \otimes T, d_{r^{*}}\right) \leq & \sup _{s \in S, t \in T} \sum_{l=0}^{\infty} 2^{l / r} d_{r^{*}}\left(s \otimes t, U_{l}\right) \\
& \leq \sup _{s \in S}\|s\|_{r^{*}} \sup _{t \in T} \sum_{l=0}^{\infty} 2^{l / r} d_{r^{*}}\left(t, T_{l-1}\right)+\sup _{t \in T}\|t\|_{r^{*}} \sup _{s \in S} \sum_{l=0}^{\infty} 2^{l / r} d_{r^{*}}\left(s, S_{l-1}\right)
\end{aligned}
$$

Taking the infimum over all admissible sequences $\left(S_{l}\right)_{l \geq 0}$ and $\left(T_{l}\right)_{l \geq 0}$ we get the upper bound (2.2).

To establish the lower bound in (2.2) it is enough to observe that

$$
\begin{aligned}
\gamma_{r}\left(S \otimes T, d_{r^{*}}\right) & \geq \max \left\{\sup _{t \in T} \gamma_{r}\left(S \otimes\{t\}, d_{r^{*}}\right), \sup _{s \in S} \gamma_{r}\left(\{s\} \otimes T, d_{r^{*}}\right)\right\} \\
& =\max \left\{\sup _{t \in T}\|t\|_{r^{*}} \gamma_{r}\left(S, d_{r^{*}}\right), \sup _{s \in S}\|s\|_{r^{*}} \gamma_{r}\left(T, d_{r^{*}}\right)\right\} .
\end{aligned}
$$

Bounds (2.1) and (2.2) imply

$$
\begin{align*}
\mathbb{E} \sup _{s \in S, t \in T} & \sum_{i \leq m, j \leq n} X_{i, j} s_{i} t_{j} \sim \gamma_{2}\left(S \otimes T, d_{2}\right)+\gamma_{r}\left(S \otimes T, d_{r^{*}}\right) \\
& \sim \mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} g_{i, j} s_{i} t_{j}+\sup _{t \in T}\|t\|_{r^{*}} \gamma_{r}\left(S, d_{r^{*}}\right)+\sup _{s \in S}\|s\|_{r^{*}} \gamma_{r}\left(T, d_{r^{*}}\right) . \tag{2.3}
\end{align*}
$$

Moreover, Chevet's inequality and (2.1) yield

$$
\begin{align*}
\mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} g_{i, j} s_{i} t_{j} & \gtrsim \sup _{t \in T}\|t\|_{2} \gamma_{2}\left(S, d_{2}\right)+\sup _{s \in S}\|s\|_{2} \gamma_{2}\left(T, d_{2}\right)  \tag{2.4}\\
& \geq \sup _{t \in T}\|t\|_{r^{*}} \gamma_{2}\left(S, d_{2}\right)+\sup _{s \in S}\|s\|_{r^{*}} \gamma_{2}\left(T, d_{2}\right)
\end{align*}
$$

The first asserted inequality follows by applying (2.3), (2.4) and (2.1).

Corollary 1.2 immediately follows by a symmetrization, Theorem 1.1 and the following standard lemma.
Lemma 2.1. Let $X_{i, j}$ 's be iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$, and $Y_{i, j}$ 's be independent symmetric $\psi_{r}$ random variables with constant $\sigma$. Then for every bounded nonempty sets $S \subset \mathbb{R}^{m}$ and $T \subset \mathbb{R}^{n}$ we have

$$
\mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} Y_{i, j} s_{i} t_{j} \leq 2 \sigma \mathbb{E} \sup _{s \in S, t \in T} \sum_{i \leq m, j \leq n} X_{i, j} s_{i} t_{j} .
$$

Proof. The $\psi_{r}$ assumption gives $\mathbb{P}\left(\left|Y_{i, j}\right| \geq t\right) \leq 2 \mathbb{P}\left(\left|\sigma X_{i, j}\right| \geq t\right)$. Let $\left(\delta_{i, j}\right)_{i \leq m, j \leq n}$ be iid r.v.'s independent of all the others, such that $\mathbb{P}\left(\delta_{i}=1\right)=1 / 2=\mathbb{P}\left(\delta_{i}=0\right)$. Then $\mathbb{P}\left(\left|\delta_{i, j} Y_{i, j}\right| \geq t\right) \leq \mathbb{P}\left(\left|\sigma X_{i, j}\right| \geq t\right)$ for every $t \geq 0$, so we may find such a representation of $\left(X_{i, j}, Y_{i, j}, \delta_{i, j}\right)_{i \leq m, j \leq n}$, that $\sigma\left|X_{i, j}\right| \geq\left|\delta_{i, j} Y_{i, j}\right|$ a.s. Let $\left(\varepsilon_{i, j}\right)_{i \leq m, j \leq n}$ be a matrix with iid symmetric $\pm 1$ entries (Rademachers) independent of all the others. Then the contraction principle and Jensen's inequality imply

$$
\begin{aligned}
\sigma \mathbb{E} \sup _{s \in S, t \in T} \sum_{i, j} X_{i, j} s_{i} t_{j} & =\mathbb{E} \sup _{s \in S, t \in T} \sum_{i, j} \varepsilon_{i, j}\left|\sigma X_{i, j}\right| s_{i} t_{j} \geq \mathbb{E} \sup _{s \in S, t \in T} \sum_{i, j} \varepsilon_{i, j}\left|\delta_{i, j} Y_{i, j}\right| s_{i} t_{j} \\
& =\mathbb{E} \sup _{s \in S, t \in T} \sum_{i, j} \delta_{i, j} Y_{i, j} s_{i} t_{j} \geq \mathbb{E} \sup _{s \in S, t \in T} \sum_{i, j} Y_{i, j} \mathbb{E} \delta_{i, j} s_{i} t_{j} \\
& =\frac{1}{2} \mathbb{E} \sup _{s \in S, t \in T} \sum_{i, j} Y_{i, j} s_{i} t_{j} .
\end{aligned}
$$

Lemma 2.2. Estimate (1.2) holds for every bounded nonempty set $U \subset \mathbb{R}^{k}$ and every $k$-dimensional unconditional isotropic log-concave random vector $Y$.

Proof. [20, Theorem 2] states that for every norm $\|\cdot\|$ on $\mathbb{R}^{k}, \mathbb{E}\|Y\| \leq C \mathbb{E}\|E\|$, where $E=\left(E_{1}, \ldots, E_{k}\right)$. In other words, (1.2) holds for bounded symmetric sets $U$.

Now, let $U$ be arbitrary. Take any point $v \in U$. Since $\mathbb{E} \sum_{i=1}^{k} v_{i} Y_{i}=0$ we have

$$
\mathbb{E} \sup _{u \in U} \sum_{i=1}^{k} u_{i} Y_{i}=\mathbb{E} \sup _{u \in U-v} \sum_{i=1}^{k} u_{i} Y_{i} \leq \mathbb{E} \sup _{u \in U-v}\left|\sum_{i=1}^{k} u_{i} Y_{i}\right| \leq C \mathbb{E} \sup _{u \in U-v}\left|\sum_{i=1}^{k} u_{i} E_{i}\right|
$$

where the last inequality follows by (1.2) applied to the symmetric set $(U-v) \cup(v-U)$. On the other hand, the distribution of $E$ is symmetric, $0 \in U-v$, and $\mathbb{E} \sum_{i=1}^{k} v_{i} E_{i}=0$, so

$$
\begin{aligned}
\mathbb{E} \sup _{u \in U-v}\left|\sum_{i=1}^{k} u_{i} E_{i}\right| & \leq \mathbb{E} \sup _{u \in U-v}\left(\sum_{i=1}^{k} u_{i} E_{i}\right) \vee 0+\mathbb{E} \sup _{u \in U-v}\left(-\sum_{i=1}^{k} u_{i} E_{i}\right) \vee 0 \\
& =2 \mathbb{E} \sup _{u \in U-v}\left(\sum_{i=1}^{k} u_{i} E_{i}\right) \vee 0=2 \mathbb{E} \sup _{u \in U-v} \sum_{i=1}^{k} u_{i} E_{i}=2 \mathbb{E} \sup _{u \in U} \sum_{i=1}^{k} u_{i} E_{i} .
\end{aligned}
$$

## 3 Matrices $\left(a_{i} b_{j} X_{i j}\right)$

In this section we shall consider matrices of the form $\left(a_{i} b_{j} X_{i, j}\right)_{i \leq m, j \leq n}$. Before presenting our results we need to introduce some notation.

By $\left(c_{i}^{*}\right)_{i=1}^{k}$ we will denote the nonincreasing rearrangement of $\left(\left|c_{i}\right|\right)_{i=1}^{k}$. For $\rho \geq 1$ we set

$$
\varphi_{\rho}(t)= \begin{cases}\exp \left(2-2 t^{-\rho}\right), & t>0 \\ 0, & t=0\end{cases}
$$

and define

$$
\left\|\left(c_{i}\right)_{i \leq k}\right\|_{\varphi_{\rho}}:=\inf \left\{t>0: \sum_{i=1}^{k} \varphi_{\rho}\left(\left|c_{i}\right| / t\right) \leq 1\right\}
$$

The function $\varphi_{\rho}$ is not convex on $\mathbb{R}_{+}$. However, it is increasing and convex on $[0,1]$ and $\varphi_{\rho}(1)=1$. So we may find a convex function $\tilde{\varphi}_{\rho}$ on $[0, \infty)$ such that $\varphi_{\rho}=\tilde{\varphi}_{\rho}$ on $[0,1]$. Then clearly $\|\cdot\|_{\varphi_{\rho}}=\|\cdot\|_{\tilde{\varphi}_{\rho}}$. Thus $\|\cdot\|_{\varphi_{\rho}}$ is an Orlicz norm.

Let us first present the bound in the Gaussian case.
Theorem 3.1. For every $1 \leq p, q \leq \infty$ and deterministic sequences $\left(a_{i}\right)_{i \leq m},\left(b_{j}\right)_{j \leq m}$,

$$
\begin{aligned}
& \mathbb{E}\left\|\left(a_{i} b_{j} g_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \\
& \quad \sim \begin{cases}\|a\|_{\frac{2 q^{*}}{q^{*}-2}}\|b\|_{p^{*}}+\|a\|_{q}\|b\|_{\frac{2 p}{p-2}}, & p^{*}, q<2, \\
\|a\|_{\frac{2 q^{*}}{q^{*}-2}}\left(\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{2}}+\sqrt{p^{*}}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}}\right)+\|a\|_{q}\|b\|_{\infty}, & q<2 \leq p^{*}, \\
\|a\|_{\infty}\|b\|_{p^{*}}+\left(\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{2}}+\sqrt{q}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q}\right)\|b\|_{\frac{2 p}{p-2}}^{p-}, & p^{*}<2 \leq q, \\
\|a\|_{\infty}\left(\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{2}}+\sqrt{p^{*}}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}}\right) \\
+\left(\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{2}}+\sqrt{q}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q}\right)\|b\|_{\infty}, & 2 \leq p^{*}, q .\end{cases}
\end{aligned}
$$

Before we move to the Weibull case, let us see how Theorem 3.1 implies Conjecture 1.4 for the tensor structured Gaussian matrices.
Corollary 3.2. Assume that there exists $a \in \mathbb{R}^{m}$ and $b \in \mathbb{R}^{n}$ such that $a_{i j}=a_{i} b_{j}$ for every $i \leq m, j \leq n$. Then Conjecture 1.4 holds.

Proof. If $p^{*}=\infty$ or $q=\infty$, then (1.5) is satisfied for an arbitrary matrix $\left(a_{i, j}\right)_{i, j}$ by [18, Remark 1.4], [3, Proposition 1.8 and Corollary 1.11]

In the case $p^{*}, q<\infty$ we shall show that

$$
\begin{equation*}
D_{1}+D_{2} \lesssim \mathbb{E}\left\|\left(a_{i} b_{j} g_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \lesssim \sqrt{q} D_{1}+\sqrt{p^{*}} D_{2} \tag{3.1}
\end{equation*}
$$

The lower bound follows by [3, Proposition 5.1 and Corollary 5.2].
To establish the upper bound let us first compute $D_{1}$ and $D_{2}$ in the case $a_{i, j}=a_{i} b_{j}$. If $p>2$, then $2(p / 2)^{*}=2 p /(p-2)$, so for every $p \in[1, \infty]$,

$$
\begin{aligned}
D_{1} & =\sup _{t \in B_{p / 2}^{n}}\left(\sum_{i=1}^{m}\left|a_{i}\right|^{q}\left|\sum_{j=1}^{n} b_{j}^{2} t_{j}\right|^{q / 2}\right)^{1 / q}=\|a\|_{q} \sup _{t \in B_{p / 2}^{n}}\left|\sum_{j=1}^{n} b_{j}^{2} t_{j}\right|^{1 / 2} \\
& =\|a\|_{q} \begin{cases}\|b\|_{2 p /(p-2)} & p^{*}<2 \\
\|b\|_{\infty} & p^{*} \geq 2,\end{cases}
\end{aligned}
$$

and, dually,

$$
D_{2}=\|b\|_{p^{*}} \begin{cases}\|a\|_{2 q^{*} /\left(q^{*}-2\right)} & q<2 \\ \|a\|_{\infty} & q \geq 2\end{cases}
$$

Moreover,

$$
\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{2}}+\sqrt{p^{*}}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}} \leq 2 \sqrt{p^{*}} b_{1}^{*}+\sqrt{p^{*}}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}} \leq 3 \sqrt{p^{*}}\left\|\left(b_{j}^{*}\right)_{j}\right\|_{p^{*}}
$$

and similarly

$$
\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{2}}+\sqrt{q}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q} \lesssim \sqrt{q}\left\|\left(a_{i}^{*}\right)_{i}\right\|_{q} .
$$

Hence, Theorem 3.1 yields the upper bound in (3.1).
In the Weibull case we get the following bound.
Theorem 3.3. Let $\left(X_{i, j}\right)_{i \leq m, j \leq n}$ be iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$. Then for every $1 \leq p, q \leq \infty$ and deterministic sequences $a=\left(a_{i}\right)_{i \leq m}$ and $b=\left(b_{j}\right)_{j \leq n}$,

$$
\begin{aligned}
& \mathbb{E}\left\|\left(a_{i} b_{j} X_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \\
& \quad \begin{cases}\|a\|_{\frac{2 q^{*}}{q^{*}-2}}\|b\|_{p^{*}}+\|a\|_{q}\|b\|_{\frac{2 p}{p-2}}, & p^{*}, q<2, \\
\|a\|_{\frac{2 q^{*}}{q^{*}-2}}\left(\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{2}}+\sqrt{p^{*}}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}}\right) & \\
+\|a\|_{\frac{r^{*} q^{*}}{q^{*}}-}\left(\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{r}}+\left(p^{*}\right)^{1 / r}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}}\right)+\|a\|_{q}\|b\|_{\infty}, & q<r, 2 \leq p^{*}, \\
\|a\|_{\frac{2 q^{*}}{q^{*}-2}}\left(\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{2}}+\sqrt{p^{*}}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}}\right) & \\
+\|a\|_{\infty}\left(\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{r}}+\left(p^{*}\right)^{1 / r}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}}\right)+\|a\|_{q}\|b\|_{\infty}, & r \leq q<2 \leq p^{*}, \\
\|a\|_{\infty}\|b\|_{p^{*}}+\left(\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{2}}+\sqrt{q}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q}\right)\|b\|_{\frac{2 p}{p-2}} \\
+\left(\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{r}}+q^{1 / r}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q}\right)\|b\|_{\frac{r^{*} p}{p-p^{*}}}, & p^{*}<r, 2 \leq q, \\
\|a\|_{\infty}\|b\|_{p^{*}}+\left(\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{2}}+\sqrt{q}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q}\right)\|b\|_{\frac{2 p}{p-2}} \\
+\left(\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{r}}+q^{1 / r}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q}\right)\|b\|_{\infty}, & r \leq p^{*}<2 \leq q, \\
\|a\|_{\infty}\left(\left\|\left(b_{j}^{*}\right)_{j \leq e^{p^{*}}}\right\|_{\varphi_{r}}+\left(p^{*}\right)^{1 / r}\left\|\left(b_{j}^{*}\right)_{j>e^{p^{*}}}\right\|_{p^{*}}\right) & 2 \leq p^{*}, q . \\
+\left(\left\|\left(a_{i}^{*}\right)_{i \leq e^{q}}\right\|_{\varphi_{r}}+q^{1 / r}\left\|\left(a_{i}^{*}\right)_{i>e^{q}}\right\|_{q}\right)\|b\|_{\infty}, & \end{cases}
\end{aligned}
$$

Corollary 3.4. Suppose that $r \in[1,2], a \in \mathbb{R}^{m}, b \in \mathbb{R}^{n}$, and $\left(X_{i, j}\right)_{i \leq m, j \leq n}$ is a random matrix with independent $\psi_{r}$ entries with constant $\sigma$ such that $\mathbb{E}\left|X_{i j}\right| \geq \gamma$. Then

$$
\begin{equation*}
\gamma\left(D_{1}+D_{2}\right) \lesssim \mathbb{E}\left\|\left(a_{i} b_{j} X_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \lesssim \sigma\left(q^{1 / r} D_{1}+\left(p^{*}\right)^{1 / r} D_{2}\right) \tag{3.2}
\end{equation*}
$$

Moreover, if $\left(X_{i, j}\right)_{i \leq m, j \leq n}$ is an isotropic log-concave unconditional random matrix, then two-sided estimate (3.2) holds with $r=\sigma=\gamma=1$.
Remark 3.5. In the range $p \leq 2 \leq q$ we have

$$
D_{1}=\max _{j \leq n}\left\|\left(a_{i, j}\right)_{i=1}^{m}\right\|_{q} \quad \text { and } \quad D_{2}=\max _{i \leq m}\left\|\left(a_{i, j}\right)_{j=1}^{n}\right\|_{p^{*}}
$$

(see [3, Lemma 2.1]). Therefore, Corollary 3.4 in the setting of isotropic log-concave unconditional matrices with a tensor structure provides a bound of a better order than the one obtained in [31], where additional logarithmic terms appear. On the other hand, [31, Theorem 1.1] gives upper bounds also in the non-tensor structured case, so it cannot be recovered from Corollary 3.4.

Proof of Corollary 3.4. The lower bound follows by the proof of [3, Proposition 5.1] (which in fact shows that the assertion of [3, Proposition 5.1] holds for unconditional random matrices whose entries satisfy $\mathbb{E}\left|X_{i j}\right| \geq c$ ). To derive the upper bound we proceed similarly as in the proof of Corollary 3.2 using Theorem 3.3 (instead of Theorem 3.1) and then apply Lemma 2.1 - or inequality (1.2) in the log-concave case.

Corollary 3.4 suggests, that in a non-tensor case it makes sense to pose the following counterpart of Conjecture 1.4.

Chevet-type inequalities for subexponential Weibull variables

Conjecture 3.6. Assume that $r \in[1,2],\left(a_{i, j}\right)_{i \leq m, j \leq n}$ is a deterministic $m \times n$ matrix, and $\left(X_{i, j}\right)_{i \leq m, j \leq n}$ are iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$. Let

$$
D_{3, r}= \begin{cases}\mathbb{E} \max _{i \leq m, j \leq n}\left|a_{i, j} X_{i, j}\right| & \text { if } p \leq 2 \leq q \\ \max _{j \leq n} b_{j}^{*} \ln ^{1 / r}(j+1) & \text { if } p \leq q \leq 2 \\ \max _{i \leq m} d_{i}^{*} \ln ^{1 / r}(i+1) & \text { if } 2 \leq p \leq q \\ 0 & \text { if } q<p\end{cases}
$$

Is it true that

$$
\mathbb{E}\left\|\left(a_{i, j} X_{i, j}\right)_{i, j}: \ell_{p}^{n} \rightarrow \ell_{q}^{m}\right\| \sim_{p, q} D_{1}+D_{2}+D_{3, r} \quad ?
$$

Remark 3.7. Using similar methods as in the proofs of [3, Propositions 1.8 and 1.10], one may show that Conjecture 3.6 holds whenever $p \in\{1, \infty\}$ or $q \in\{1, \infty\}$. Moreover, it follows by [27, Theorem 4.4] and a counterpart of [3, equation (1.11)] for iid Weibull r.v.'s that Conjecture 3.6 holds in the case $p=2=q$.

Now we provide the following lemma yielding the equivalence between (1.6) and the assertion of Corollary 1.7.
Lemma 3.8. Let $X_{1}, X_{2}, \ldots, X_{k}$ be iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$ and let $\rho_{1}, \rho_{2} \in[1, \infty)$. Then

$$
\begin{aligned}
\sup _{t \in B_{\rho_{1}}^{k}}\left\|\sum_{i=1}^{k} t_{i} X_{i}\right\|_{\rho_{2}} & \sim \begin{cases}\rho_{2}^{1 / r}, & 1 \leq \rho_{1} \leq 2 \\
\rho_{2}^{1 / r}+\sqrt{\rho_{2}} k^{1 / 2-1 / \rho_{1}}, & 2 \leq \rho_{1} \leq r^{*} \\
\rho_{2}^{1 / r} k^{1 / r^{*}-1 / \rho_{1}}+\sqrt{\rho_{2}} k^{1 / 2-1 / \rho_{1}}, & \rho_{1} \geq r^{*}\end{cases} \\
& \sim \rho_{2}^{1 / r} k^{\left(\frac{1}{\rho_{1}^{*}}-\frac{1}{r}\right) \vee 0}+\sqrt{\rho_{2}} k^{\left(\frac{1}{\rho_{1}^{*}}-\frac{1}{2}\right) \vee 0}
\end{aligned}
$$

Proof. The Gluskin-Kwapień inequality [16]

$$
\begin{equation*}
\left\|\sum_{i=1}^{k} t_{i} X_{i}\right\|_{\rho_{2}} \sim \rho_{2}^{1 / r}\left\|\left(t_{i}^{*}\right)_{i \leq \rho_{2}}\right\|_{r^{*}}+\rho_{2}^{1 / 2}\left\|\left(t_{i}^{*}\right)_{i>\rho_{2}}\right\|_{2} \tag{3.3}
\end{equation*}
$$

easily implies that

$$
\begin{equation*}
\left\|\sum_{i=1}^{k} t_{i} X_{i}\right\|_{\rho_{2}} \sim \rho_{2}^{1 / r}\|t\|_{r^{*}}+\rho_{2}^{1 / 2}\|t\|_{2} \tag{3.4}
\end{equation*}
$$

Indeed, we have

$$
\rho_{2}^{1 / 2}\left\|\left(t_{i}^{*}\right)_{i \leq \rho_{2}}\right\|_{2} \leq \rho_{2}^{1 / 2}\left\|\left(t_{i}^{*}\right)_{i \leq \rho_{2}}\right\|_{r^{*}} \rho_{2}^{-1 / r^{*}+1 / 2}=\rho_{2}^{1 / r}\left\|\left(t_{i}^{*}\right)_{i \leq \rho_{2}}\right\|_{r^{*}}
$$

and, by the inequality of arithmetic and geometric means

$$
\begin{aligned}
\rho_{2}^{1 / r}\left\|\left(t_{i}^{*}\right)_{i>\rho_{2}}\right\|_{r^{*}} & \leq \rho_{2}^{1 / r}\left\|\left(t_{i}^{*}\right)_{i>\rho_{2}}\right\|_{2}^{2 / r^{*}}\left\|\left(t_{i}^{*}\right)_{i>\rho_{2}}\right\|_{\infty}^{1-2 / r^{*}} \\
& \leq \rho_{2}^{1 / r}\left\|\left(t_{i}^{*}\right)_{i>\rho_{2}}\right\|_{2}^{2 / r^{*}}\left\|\left(t_{i}^{*}\right)_{i \leq \rho_{2}}\right\|_{r^{*}}^{1-2 / r^{*}} \rho_{2}^{-1 / r^{*}\left(1-2 / r^{*}\right)} \\
& =\left(\rho_{2}^{1 / 2}\left\|\left(t_{i}^{*}\right)_{i>\rho_{2}}\right\|_{2}\right)^{2 / r^{*}}\left(\rho_{2}^{1 / r}\left\|\left(t_{i}^{*}\right)_{i \leq \rho_{2}}\right\|_{r^{*}}\right)^{1-2 / r^{*}} \\
& \leq \rho_{2}^{1 / 2}\left\|\left(t_{i}^{*}\right)_{i>\rho_{2}}\right\|_{2}+\rho_{2}^{1 / r}\left\|\left(t_{i}^{*}\right)_{i \leq \rho_{2}}\right\|_{r^{*}},
\end{aligned}
$$

so (3.3) implies (3.4).
Therefore, in order to prove the assertion it is enough to observe that

$$
\sup _{t \in B_{\rho_{1}}^{k}}\|t\|_{\rho}= \begin{cases}1, & \rho_{1} \leq \rho \\ k^{1 / \rho-1 / \rho_{1}}, & \rho_{1} \geq \rho\end{cases}
$$

Before proving Theorems 3.1 and 3.3 we need to formulate several technical results. Hölder's inequality yields the following simple lemma.
Lemma 3.9. Let $1 \leq \rho_{1}, \rho_{2} \leq \infty$ and $c=\left(c_{i}\right) \in \mathbb{R}^{k}$. Then

$$
\sup _{t \in B_{\rho_{1}}^{k}}\left\|\left(c_{i} t_{i}\right)\right\|_{\rho_{2}}= \begin{cases}\|c\|_{\infty}, & \rho_{1} \leq \rho_{2} \\ \|c\|_{\rho_{1} \rho_{2} /\left(\rho_{1}-\rho_{2}\right)}, & \rho_{2}<\rho_{1}<\infty \\ \|c\|_{\rho_{2}}, & \rho_{1}=\infty\end{cases}
$$

The next result is a two-sided bound for the $\ell_{\rho}$-norms of a weighted sequence of independent Weibull r.v.'s. Much more general two-sided estimates for the Orlicz norms of weighted vectors with iid coordinates were obtained in [17]. However, the formula stated therein is quite involved and not easy to decrypt in the case of $\ell_{\rho}$-norms. Therefore, we give an alternative proof in our special setting, providing a form of the two-sided estimate which is more handy for the purpose of proving Theorems 3.1 and 3.3.
Proposition 3.10. Let $\left(X_{i}\right)_{i \leq k}$ be iid symmetric Weibull r.v.'s with parameter $r \in[1,2]$. Then for every $1 \leq \rho \leq \infty$ and every sequence $c=\left(c_{i}\right)_{i=1}^{k}$ we have

$$
\begin{equation*}
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i=1}^{k}\right\|_{\rho} \sim\left\|\left(c_{i}^{*}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}}+\rho^{1 / r}\left\|\left(c_{i}^{*}\right)_{i>e^{\rho}}\right\|_{\rho} \tag{3.5}
\end{equation*}
$$

where $\varphi_{r}(x)=\exp \left(2-2 x^{-r}\right)$ and $\left(c_{i}^{*}\right)_{i \leq k}$ is the nonincreasing rearrangement of $\left(\left|c_{i}\right|\right)_{i \leq k}$.
Remark 3.11. For $\rho \leq 2$ we have $\mathbb{E}\left\|\left(c_{i} X_{i}\right)\right\|_{\rho} \sim\|c\|_{\rho}$. It is not hard to deduce this from (3.5). Alternatively, one may use the Khintchine-Kahane-type inequality $\mathbb{E}\left\|\left(c_{i} X_{i}\right)\right\|_{\rho} \sim\left(\mathbb{E}\left\|\left(c_{i} X_{i}\right)\right\|_{\rho}^{\rho}\right)^{1 / \rho}$.

Proof of Proposition 3.10. First we show that for every $1 \leq l \leq k$,

$$
\begin{equation*}
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i \leq l}\right\|_{\infty} \sim\left\|\left(c_{i}\right)_{i \leq l}\right\|_{\varphi_{r}} . \tag{3.6}
\end{equation*}
$$

Let $t=2^{1 / r}\left\|\left(c_{i}\right)_{i \leq l}\right\|_{\varphi_{r}}$. Then

$$
\sum_{i=1}^{l} \mathbb{P}\left(\left|c_{i} X_{i}\right| \geq t\right)=\sum_{i=1}^{l} e^{-2} \varphi_{r}\left(2^{1 / r}\left|c_{i}\right| / t\right)=e^{-2}
$$

This and the independence of $X_{i}$ 's imply

$$
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i=1}^{l}\right\|_{\infty} \geq t \mathbb{P}\left(\max _{i \leq l}\left|c_{i} X_{i}\right| \geq t\right) \gtrsim t
$$

Moreover, for $u \geq 1$,

$$
\begin{aligned}
\mathbb{P}\left(\max _{i \leq l}\left|c_{i} X_{i}\right| \geq u t\right) & \leq \sum_{i=1}^{l} \mathbb{P}\left(\left|c_{i} X_{i}\right| \geq u t\right)=\sum_{i=1}^{l} e^{-2} \varphi_{r}\left(2^{1 / r}\left|c_{i}\right| /(t u)\right) \\
& \leq \sum_{i=1}^{l} e^{-2 u^{r}} \varphi_{r}\left(2^{1 / r}\left|c_{i}\right| / t\right)=e^{-2 u^{r}}
\end{aligned}
$$

where the second inequality follows since $(x u)^{r} \geq x^{r}+u^{r}-1$ for $x, u \geq 1$. Thus, integration by parts yields $\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i \leq l}\right\|_{\infty} \lesssim t$ and (3.6) follows.

To establish (3.5) for $\rho \in\left[1, \infty\right.$ ) we may and will assume that $c_{1} \geq c_{2} \geq \ldots \geq c_{k} \geq 0$. Then $c_{k}^{*}=c_{k}$.

We have by (3.6) applied with $l=\left\lfloor e^{\rho}\right\rfloor \wedge k$,

$$
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i \leq e^{\rho}}\right\|_{\rho} \sim \mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i \leq e^{\rho}}\right\|_{\infty} \sim\left\|\left(c_{i}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}} .
$$

## Moreover,

$$
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i>e^{\rho}}\right\|_{\rho} \leq\left(\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i>e^{\rho}}\right\|_{\rho}^{\rho}\right)^{1 / \rho}=\left\|X_{1}\right\|_{\rho}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho} \sim \rho^{1 / r}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho}
$$

Therefore, the upper bound in (3.5) easily follows.
Now we will show the lower bound. By (3.6) we have

$$
\begin{equation*}
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i=1}^{k}\right\|_{\rho} \geq \mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i \leq e^{\rho}}\right\|_{\infty} \sim\left\|\left(c_{i}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}}, \tag{3.7}
\end{equation*}
$$

so it is enough to show that

$$
\begin{equation*}
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i=1}^{k}\right\|_{\rho} \gtrsim \rho^{1 / r}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho} \tag{3.8}
\end{equation*}
$$

Observe that

$$
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i=1}^{k}\right\|_{\rho}=\mathbb{E}\left\|\left(c_{i}\left|X_{i}\right|\right)_{i=1}^{k}\right\|_{\rho} \geq\left\|\left(c_{i} \mathbb{E}\left|X_{i}\right|\right)_{i=1}^{k}\right\|_{\rho}=\mathbb{E}\left|X_{1}\right|\|c\|_{\rho} \gtrsim\|c\|_{\rho}
$$

In particular, (3.8) holds for $\rho \leq 2$.
Let $C_{1}$ be a suitably chosen constant (to be fixed later). In the case when the inequality $\rho^{1 / r}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho} \leq C_{1}\left\|\left(c_{i}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}}$ holds, (3.7) yields (3.8). Thus, we may assume that $\rho>2$ and $\rho^{1 / r}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho}>C_{1}\left\|\left(c_{i}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}}$.

The variables $X_{i}$ have log-concave tails, hence [19, Theorem 1] yields

$$
\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i>e^{\rho}}\right\|_{\rho} \geq \frac{1}{C}\left(\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i>e^{\rho}}\right\|_{\rho}^{\rho}\right)^{1 / \rho}-\sup _{t \in B_{\rho^{*}}^{k}}\left\|\sum_{i>e^{\rho}} t_{i} c_{i} X_{i}\right\|_{\rho}
$$

We have

$$
\left(\mathbb{E}\left\|\left(c_{i} X_{i}\right)_{i>e^{\rho}}\right\|_{\rho}^{\rho}\right)^{1 / \rho} \sim \rho^{1 / r}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho}
$$

Inequality (3.4) and Lemma 3.9 (applied with $\rho_{1}=\rho^{*} \leq 2$ and $\rho_{2} \in\left\{2, r^{*}\right\}$ ) yield

$$
\begin{aligned}
\sup _{t \in B_{\rho^{*}}^{n}}\left\|\sum_{i>e^{\rho}} t_{i} c_{i} X_{i}\right\|_{\rho} & \lesssim\left(\rho^{1 / r}+\rho^{1 / 2}\right) \max _{i>e^{\rho}}\left|c_{i}\right| \leq 2 \rho^{1 / r} c_{\left\lceil e^{\rho}\right\rceil} \leq 2 \rho^{1 / r}\left\|\left(c_{i}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}} \varphi_{r}^{-1}\left(\frac{1}{\left\lfloor e^{\rho}\right\rfloor}\right) \\
& \lesssim\left\|\left(c_{i}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}} .
\end{aligned}
$$

Therefore,

$$
\mathbb{E}\left\|\left(c_{i} X_{i}\right)\right\|_{\rho} \geq \frac{1}{C_{2}} \rho^{1 / r}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho}-C_{3}\left\|\left(c_{i}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{r}} \geq\left(\frac{1}{C_{2}}-\frac{C_{3}}{C_{1}}\right) \rho^{1 / r}\left\|\left(c_{i}\right)_{i>e^{\rho}}\right\|_{\rho}
$$

So to get (3.8) and conclude the proof it is enough to choose $C_{1}=2 C_{2} C_{3}$.
We shall also use the following lemma which is standard, but we prove it for the sake of completeness.
Lemma 3.12. Let $\left(X_{i}\right)_{i=1}^{k}$ be iid Weibull r.v.'s with parameter 2 . Then for any norm $\|\cdot\|$ on $\mathbb{R}^{k}$ we have

$$
\mathbb{E}\left\|\left(X_{i}\right)_{i=1}^{k}\right\| \sim \mathbb{E}\left\|\left(g_{i}\right)_{i=1}^{k}\right\|
$$

Moreover, if $\left(Y_{i}\right)_{i=1}^{k}$ are iid Weibull r.v.'s with parameter $r \in[1,2]$, then for any norm $\|\cdot\|$ on $\mathbb{R}^{k}$ we have

$$
\begin{equation*}
\mathbb{E}\left\|\left(Y_{i}\right)_{i=1}^{k}\right\| \gtrsim \mathbb{E}\left\|\left(g_{i}\right)_{i=1}^{k}\right\| . \tag{3.9}
\end{equation*}
$$

Proof. We have $\mathbb{P}\left(\left|g_{i}\right| \geq t\right) \leq e^{-t^{2} / 2}=\mathbb{P}\left(\left|\sqrt{2} X_{i}\right| \geq t\right)$. Thus we may find such a representation of $X_{i}$ 's and $g_{i}$ 's that $\left|g_{i}\right| \leq\left|\sqrt{2} X_{i}\right|$ a.s. Let $\left(\varepsilon_{i}\right)_{i=1}^{k}$ be a sequence of iid symmetric $\pm 1$ r.v.'s (Rademachers) independent of $\left(X_{i}\right)_{i=1}^{k}$ and $\left(g_{i}\right)_{i=1}^{k}$. Then the contraction principle implies

$$
\mathbb{E}\left\|\left(g_{i}\right)_{i=1}^{k}\right\|=\mathbb{E}\left\|\left(\varepsilon_{i}\left|g_{i}\right|\right)_{i=1}^{k}\right\| \leq \mathbb{E}\left\|\left(\varepsilon_{i}\left|\sqrt{2} X_{i}\right|\right)_{i=1}^{k}\right\|=\sqrt{2} \mathbb{E}\left\|\left(X_{i}\right)_{i=1}^{k}\right\|
$$

To justify the opposite inequality observe that there exists $c>0$ (one may take $c=1 / \sqrt{2})$ such that for all $t \geq 0, \mathbb{P}\left(\left|g_{i}\right| \geq t\right) \geq c e^{-t^{2}}$ and proceed similarly as in the proof of Lemma 2.1.

Using the inequality $e^{-t^{2} / 2} \leq C e^{-t^{r} / 2}$ for $t \geq 0$ (one may take $C=\sqrt{e}$ ) and proceeding in a similar way as above we may prove (3.9).

Proposition 3.10, Remark 3.11 and Lemma 3.12 yield the following bound for $\ell_{\rho}$-norms of a Gaussian sequence.
Corollary 3.13. For every $1 \leq \rho \leq \infty$ and every sequence $c=\left(c_{i}\right)_{i \leq k}$ we have

$$
\mathbb{E}\left\|\left(c_{i} g_{i}\right)_{i=1}^{k}\right\|_{\rho} \sim\left\|\left(c_{i}^{*}\right)_{i \leq e^{\rho}}\right\|_{\varphi_{2}}+\sqrt{\rho}\left\|\left(c_{i}^{*}\right)_{i>e^{\rho}}\right\|_{\rho}
$$

In particular, for $\rho \leq 2$ we have

$$
\mathbb{E}\left\|\left(c_{i} g_{i}\right)_{i=1}^{k}\right\|_{\rho} \sim\|c\|_{\rho}
$$

Remark 3.14. In the case $c_{i}=1$ Corollary 3.13 yields the well known bound

$$
\mathbb{E}\left\|\left(g_{i}\right)_{i=1}^{k}\right\|_{\rho} \sim\left\{\begin{array}{ll}
\rho^{1 / 2} k^{1 / \rho}, & 1 \leq \rho \leq \log k, \\
(\log k)^{1 / 2}, & \rho \geq \log k
\end{array} \sim(\rho \wedge \log k)^{1 / 2} k^{1 / \rho} .\right.
$$

Proof of Theorem 3.1. Chevet's inequality (1.1), appplied with $S=\left\{\left(a_{i} s_{i}\right): s \in B_{q^{*}}^{m}\right\}$ and $T=\left\{\left(b_{j} t_{j}\right): t \in B_{p}^{n}\right\}$, yields

$$
\mathbb{E}\left\|\left(a_{i} b_{j} g_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \sim \sup _{s \in B_{q^{*}}^{m}}\left\|\left(a_{i} s_{i}\right)\right\|_{2} \mathbb{E}\left\|\left(b_{j} g_{j}\right)\right\|_{p^{*}}+\sup _{t \in B_{p}^{n}}\left\|\left(b_{j} t_{j}\right)\right\|_{2} \mathbb{E}\left\|\left(a_{i} g_{i}\right)\right\|_{q}
$$

Lemma 3.9 and Corollary 3.13 yield the assertion.
Proof of Theorem 3.3. Theorem 1.1, appplied with $S=\left\{\left(a_{i} s_{i}\right)_{i=1}^{m}: s \in B_{q^{*}}^{m}\right\}$ and $T=$ $\left\{\left(b_{j} t_{j}\right)_{j=1}^{n}: t \in B_{p}^{n}\right\}$, yields

$$
\begin{gathered}
\mathbb{E}\left\|\left(a_{i} b_{j} X_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}} \sim \mathbb{E}\left\|\left(a_{i} b_{j} g_{i, j}\right)_{i \leq m, j \leq n}\right\|_{\ell_{p}^{n} \rightarrow \ell_{q}^{m}}+\sup _{s \in B_{q^{*}}^{m}}\left\|\left(a_{i} s_{i}\right)\right\|_{r^{*}} \mathbb{E}\left\|\left(b_{j} X_{j}\right)\right\|_{p^{*}} \\
+\sup _{t \in B_{p}^{n}}\left\|\left(b_{j} t_{j}\right)\right\|_{r^{*}} \mathbb{E}\left\|\left(a_{i} X_{i}\right)\right\|_{q}
\end{gathered}
$$

To get the assertion we use Theorem 3.1, Lemma 3.9, Proposition 3.10, and Remark 3.11 together with the following observations:

- for $q<r \leq 2$ we have $\|a\|_{2 q^{*} /\left(q^{*}-2\right)} \geq\|a\|_{r^{*} q^{*} /\left(q^{*}-r^{*}\right)}$, and for $p^{*}<r \leq 2$ we have $\|b\|_{2 p /(p-2)} \geq\|b\|_{r^{*} p /\left(p-r^{*}\right)}$,
- $\mathbb{E}\left\|\left(a_{i} X_{i}\right)_{i=1}^{m}\right\|_{q} \gtrsim \mathbb{E}\left\|\left(a_{i} g_{i}\right)_{i=1}^{m}\right\|_{q}$ and $\mathbb{E}\left\|\left(b_{j} X_{j}\right)_{j=1}^{n}\right\|_{p^{*}} \gtrsim \mathbb{E}\left\|\left(b_{j} g_{j}\right)_{j=1}^{n}\right\|_{p^{*}}$, which follows by inequality (3.9).


## 4 Operator norms of submatrices

In this section we prove Theorem 1.5 about the norms of submatrices. To prove it we shall use Theorem 1.1 and Corollary 1.2. Thus, we need to estimate

$$
\mathbb{E} \sup _{|I|=k}\left(\sum_{i \in I}\left|X_{i}\right|^{q}\right)^{1 / q}=\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q}
$$

where $\left(X_{1}^{*}, X_{2}^{*}, \ldots, X_{m}^{*}\right)$ denotes the non-increasing rearrangement of $\left(\left|X_{1}\right|, \ldots,\left|X_{m}\right|\right)$. This is done in the next two technical lemmas.

Lemma 4.1. Let $X_{1}, \ldots, X_{m}$ be iid symmetric Weibull r.v.'s with shape parameter $r \in[1,2]$. Then for every $q \geq 1$ and $1 \leq k \leq m$ we have

$$
\left(\mathbb{E} \sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \sim k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee q\right)^{1 / r}
$$

Proof. By, say, [23, Theorem 3.2], we get

$$
\mathbb{E} \sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q} \sim k t_{*}, \quad \text { where } \quad t_{*}:=\inf \left\{t>0: \mathbb{E}\left|X_{1}\right|^{q} I_{\left\{\left|X_{1}\right|^{q}>t\right\}} \leq t \frac{k}{m}\right\}
$$

Let $t_{1}:=\left(2 q+\ln \left(\frac{m}{k}\right)\right)^{q / r}$. Then

$$
\begin{aligned}
\mathbb{E}\left|X_{1}\right|^{q} I_{\left\{\left|X_{1}\right|^{q}>t_{1}\right\}} & \leq \sum_{l=0}^{\infty} e^{(l+1) q} t_{1} \mathbb{P}\left(\left|X_{1}\right|>e^{l} t_{1}^{1 / q}\right)=t_{1} \sum_{l=0}^{\infty} e^{(l+1) q} e^{-e^{l r} t_{1}^{r / q}} \\
& \leq t_{1} e^{q} \sum_{l=0}^{\infty} e^{l q} e^{-(1+l r)\left(2 q+\ln \left(\frac{m}{k}\right)\right)} \leq t_{1} e^{-q} \frac{k}{m} \sum_{l=0}^{\infty} e^{-(2 r-1) q l}<t_{1} \frac{k}{m} .
\end{aligned}
$$

Thus, $t_{*}^{1 / q} \leq t_{1}^{1 / q} \sim\left(\log \left(\frac{m}{k}\right) \vee q\right)^{1 / r}$.
Let $t_{2}:=\log ^{q / r}(m / k)$ and $t_{3}=\frac{1}{2} \mathbb{E}\left|X_{1}\right|^{q}=\frac{1}{2} \Gamma\left(\frac{q}{r}+1\right)$. We have

$$
\mathbb{E}\left|X_{1}\right|^{q} I_{\left\{\left|X_{1}\right|^{q}>t_{2}\right\}}>t_{2} \mathbb{P}\left(\left|X_{1}\right|>t_{2}^{1 / q}\right)=t_{2} e^{-t_{2}^{r / q}}=t_{2} \frac{k}{m},
$$

and

$$
\mathbb{E}\left|X_{1}\right|^{q} I_{\left\{\left|X_{1}\right|^{q}>t_{3}\right\}}=\mathbb{E}\left|X_{1}\right|^{q}-\mathbb{E}\left|X_{1}\right|^{q} I_{\left\{\left|X_{1}\right|^{q} \leq t_{3}\right\}}>\frac{1}{2} \mathbb{E}\left|X_{1}\right|^{q} \geq t_{3} \frac{k}{m}
$$

Therefore, $t_{*}^{1 / q} \geq\left(t_{2} \vee t_{3}\right)^{1 / q} \sim\left(\log \left(\frac{m}{k}\right) \vee q\right)^{1 / r}$.
Lemma 4.2. Let $X_{1}, \ldots, X_{m}$ be iid symmetric Weibull r.v.'s with shape parameter $r \in[1,2]$. Then for $q \geq 1,1 \leq k \leq m$ we have

$$
\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \sim\left\{\begin{array}{ll}
\log ^{1 / r} m & q \geq \log k \\
k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee q\right)^{1 / r} & q<\log k
\end{array} \sim k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee(q \wedge \log k)\right)^{1 / r}\right.
$$

Proof. If $q \geq \log k$, then

$$
\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \sim \mathbb{E} \max _{i \leq m}\left|X_{i}\right| \sim \log ^{1 / r} m
$$

where the last (standard) bound follows e.g. by Lemma 4.1 applied with $k=q=1$.
If $q \in[1,2]$ then Khinchine-Kahane-type inequality (cf., [22, Corollary 1.4]) and Lemma 4.1 yield

$$
\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \sim\left(\mathbb{E} \sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \sim k^{1 / q} \log ^{1 / r}\left(\frac{m}{k}\right)
$$

From now on assume that $2 \leq q \leq \log k$. By Lemma 4.1

$$
\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \leq\left(\mathbb{E} \sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \sim k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee q\right)^{1 / r}
$$

Variables $X_{i}$ have log-concave tails, so by [19, Theorem 1],

$$
\begin{aligned}
\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} & =\mathbb{E} \sup _{|I|=k} \sup _{s \in B_{q^{*}}^{I}} \sum_{i \in I} s_{i} X_{i} \\
& \geq \frac{1}{C_{1}}\left\|\sup _{|I|=k} \sup _{s \in B_{q^{*}}^{I}} \sum_{i \in I} s_{i} X_{i}\right\|_{q}-\sup _{|I|=k} \sup _{s \in B_{q^{*}}^{I}}\left\|\sum_{i \in I} s_{i} X_{i}\right\|_{q} .
\end{aligned}
$$

Since $q^{*} \leq 2 \leq r^{*}$, (3.4) implies that for any $I \subset[m]$ and any $s \in B_{q^{*}}^{I}$ we have,

$$
\left\|\sum_{i \in I} s_{i} X_{i}\right\|_{q} \lesssim q^{1 / r}\|s\|_{r^{*}}+q^{1 / 2}\|s\|_{2} \leq q^{1 / r}+q^{1 / 2} \leq 2 q^{1 / r}
$$

This together with Lemma 4.1 yields

$$
\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \geq \frac{1}{C_{1} C_{2}} k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee q\right)^{1 / r}-C_{3} q^{1 / r}
$$

Thus if $k \geq\left(2 C_{1} C_{2} C_{3}\right)^{q}$ we get $\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \geq \frac{1}{2 C_{1} C_{2}} k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee q\right)^{1 / r}$. Otherwise $k \leq\left(2 C_{1} C_{2} C_{3}\right)^{q}$, so $k^{1 / q} \sim 1$ and $\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \geq\left(\mathbb{E}\left(X_{1}^{*}\right)^{q}\right)^{1 / q} \sim(\log m \vee q)^{1 / r}$.

Proof of Theorem 1.5. We use Theorem 1.1 and Corollary 1.2 with

$$
S=\bigcup_{I} B_{q *}^{I}, \quad T=\bigcup_{J} B_{p}^{J}
$$

where $B_{q^{*}}^{I}$ is the unit ball in the space $\ell_{q^{*}}^{I}$, and the sums run over, respectively, all sets $I \subset[m]$ and $J \subset[n]$ such that $|I|=k$ and $|J|=l$. We only need to estimate the quantities on the right-hand side of the two-sided bounds from Theorem 1.1 and Corollary 1.2. We have for $\rho \in\left\{2, r^{*}\right\}$,

$$
\sup _{s \in S}\|s\|_{\rho}=k^{\left(1 / q-1 / \rho^{*}\right) \vee 0}, \quad \sup _{t \in T}\|t\|_{\rho}=l^{\left(1 / p^{*}-1 / \rho^{*}\right) \vee 0}
$$

Lemmas 4.2 and 3.12 yield

$$
\begin{aligned}
& \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} s_{i} X_{i}=\mathbb{E}\left(\sum_{i=1}^{k}\left(X_{i}^{*}\right)^{q}\right)^{1 / q} \sim k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee(q \wedge \log k)\right)^{1 / r}, \\
& \mathbb{E} \sup _{s \in S} \sum_{i=1}^{m} s_{i} g_{i}=\mathbb{E}\left(\sum_{i=1}^{k}\left(g_{i}^{*}\right)^{q}\right)^{1 / q} \sim k^{1 / q}\left(\log \left(\frac{m}{k}\right) \vee(q \wedge \log k)\right)^{1 / 2} .
\end{aligned}
$$

Similarily,

$$
\begin{aligned}
& \mathbb{E} \sup _{t \in T} \sum_{i=1}^{n} t_{i} X_{i}=\mathbb{E}\left(\sum_{i=1}^{l}\left(X_{i}^{*}\right)^{p^{*}}\right)^{1 / p^{*}} \sim l^{1 / p^{*}}\left(\log \left(\frac{n}{l}\right) \vee\left(p^{*} \wedge \log l\right)\right)^{1 / r}, \\
& \mathbb{E} \sup _{t \in T} \sum_{i=1}^{n} t_{i} g_{i}=\mathbb{E}\left(\sum_{i=1}^{l}\left(g_{i}^{*}\right)^{p^{*}}\right)^{1 / p^{*}} \sim l^{1 / p^{*}}\left(\log \left(\frac{n}{l}\right) \vee\left(p^{*} \wedge \log l\right)\right)^{1 / 2} .
\end{aligned}
$$

## References

[1] R. Adamczak, R. Latała, A. E. Litvak, A. Pajor, and N. Tomczak-Jaegermann, Chevet type inequality and norms of submatrices, Studia Math. 210 (2012), no. 1, 35-56. MR2949869
[2] R. Adamczak, R. Latała, Z. Puchała, and K. Życzkowski, Asymptotic entropic uncertainty relations, J. Math. Phys. 57 (2016), no. 3, 032204, 24. MR3478525
[3] R. Adamczak, J. Prochno, M. Strzelecka, and M. Strzelecki, Norms of structured random matrices, Math. Ann. 388 (2024), no. 4, 3463-3527. MR4721775
[4] G. W. Anderson, A. Guionnet, and O. Zeitouni, An introduction to random matrices, Cambridge Studies in Advanced Mathematics, vol. 118, Cambridge University Press, Cambridge, 2010. MR2760897
[5] S. Artstein-Avidan, A. Giannopoulos, and V. D. Milman, Asymptotic geometric analysis. Part I, Mathematical Surveys and Monographs, vol. 202, American Mathematical Society, Providence, RI, 2015. MR3331351
[6] A. S. Bandeira, M. T. Boedihardjo, and R. van Handel, Matrix concentration inequalities and free probability, Invent. Math. 234 (2023), no. 1, 419-487. MR4635836
[7] G. Bennett, Schur multipliers, Duke Math. J. 44 (1977), no. 3, 603-639. MR493490
[8] G. Bennett, V. Goodman, and C. M. Newman, Norms of random matrices, Pacific J. Math. 59 (1975), no. 2, 359-365. MR393085
[9] S. G. Bobkov and F. L. Nazarov, On convex bodies and log-concave probability measures with unconditional basis, Geometric aspects of functional analysis, Lecture Notes in Math., vol. 1807, Springer, Berlin, 2003, pp. 53-69. MR2083388
[10] C. Borell, Convex measures on locally convex spaces, Ark. Mat. 12 (1974), 239-252. MR388475
[11] S. Brazitikos, A. Giannopoulos, P. Valettas, and B.-H. Vritsiou, Geometry of isotropic convex bodies, Mathematical Surveys and Monographs, vol. 196, American Mathematical Society, Providence, RI, 2014. MR3185453
[12] B. Carl, B. Maurey, and J. Puhl, Grenzordnungen von absolut- $(r, p)$-summierenden Operatoren, Math. Nachr. 82 (1978), 205-218. MR498116
[13] D. Chafaï, O. Guédon, G. Lecué, and A. Pajor, Interactions between compressed sensing random matrices and high dimensional geometry, Panoramas et Synthèses [Panoramas and Syntheses], vol. 37, Société Mathématique de France, Paris, 2012. MR3113826
[14] S. Chevet, Séries de variables aléatoires gaussiennes à valeurs dans $E \hat{\otimes}_{\varepsilon} F$. Application aux produits d'espaces de Wiener abstraits, Séminaire sur la Géométrie des Espaces de Banach (1977-1978), École Polytech., Palaiseau, 1978, pp. Exp. No. 19, 15. MR520217
[15] E. Giné, M. B. Marcus, and J. Zinn, A version of Chevet's theorem for stable processes, J. Funct. Anal. 63 (1985), no. 1, 47-73. MR795516
[16] E. D. Gluskin and S. Kwapień, Tail and moment estimates for sums of independent random variables with logarithmically concave tails, Studia Math. 114 (1995), no. 3, 303-309. MR1338834
[17] Y. Gordon, A. Litvak, C. Schütt, and E. Werner, Orlicz norms of sequences of random variables, Ann. Probab. 30 (2002), no. 4, 1833-1853. MR1944007
[18] O. Guédon, A. Hinrichs, A. E. Litvak, and J. Prochno, On the expectation of operator norms of random matrices, Geometric aspects of functional analysis, Lecture Notes in Math., vol. 2169, Springer, Cham, 2017, pp. 151-162. MR3645120
[19] R. Latała, Tail and moment estimates for sums of independent random vectors with logarithmically concave tails, Studia Math. 118 (1996), no. 3, 301-304. MR1388035
[20] R. Latała, On weak tail domination of random vectors, Bull. Pol. Acad. Sci. Math. 57 (2009), no. 1, 75-80. MR2520452
[21] R. Latała, On the spectral norm of Rademacher matrices, preprint, arXiv:2405.13656, (2024).
[22] R. Latała and M. Strzelecka, Comparison of weak and strong moments for vectors with independent coordinates, Mathematika 64 (2018), no. 1, 211-229. MR3778221
[23] R. Latała and M. Strzelecka, Two-sided estimates for order statistics of log-concave random vectors, Geometric aspects of functional analysis. Vol. II, Lecture Notes in Math., vol. 2266, Springer, Cham, [2020] ©2020, pp. 65-94. MR4175758
[24] R. Latała and M. Strzelecka, Operator $\ell_{p} \rightarrow \ell_{q}$ norms of random matrices with iid entries, preprint, arXiv:2401.09814, (2023).
[25] R. Latała and W. Świątkowski, Norms of randomized circulant matrices, Electron. J. Probab. 27 (2022), Paper No. 80, 23. MR4441144
[26] R. Latała and T. Tkocz, A note on suprema of canonical processes based on random variables with regular moments, Electron. J. Probab. 20 (2015), no. 36, 17. MR3335827
[27] R. Latała, R. van Handel, and P. Youssef, The dimension-free structure of nonhomogeneous random matrices, Invent. Math. 214 (2018), no. 3, 1031-1080. MR3878726
[28] A. Naor, Extension, separation and isomorphic reverse isoperimetry, Mem. Eur. Math. Soc. vol, 11/2024, European Mathematical Society, Berlin, 2024. MR4726952
[29] Z. Puchała, Ł. Rudnicki, and K. Życzkowski, Majorization entropic uncertainty relations, J. Phys. A 46 (2013), no. 27, 272002, 12. MR3081910
[30] Y. Seginer, The expected norm of random matrices, Combin. Probab. Comput. 9 (2000), no. 2, 149-166. MR1762786
[31] M. Strzelecka, Estimates of norms of log-concave random matrices with dependent entries, Electron. J. Probab. 24 (2019), Paper No. 107, 15. MR4017125
[32] M. Talagrand, The supremum of some canonical processes, Amer. J. Math. 116 (1994), no. 2, 283-325. MR1269606
[33] T. Tao, Topics in random matrix theory, Graduate Studies in Mathematics, vol. 132, American Mathematical Society, Providence, RI, 2012. MR2906465
[34] R. Vershynin, High-dimensional probability, Cambridge Series in Statistical and Probabilistic Mathematics, vol. 47, Cambridge University Press, Cambridge, 2018, An introduction with applications in data science, With a foreword by Sara van de Geer. MR3837109

# Electronic Journal of Probability Electronic Communications in Probability 

## Advantages of publishing in EJP-ECP

- Very high standards
- Free for authors, free for readers
- Quick publication (no backlog)
- Secure publication (LOCKSS ${ }^{1}$ )
- Easy interface (EJMS²)


## Economical model of EJP-ECP

- Non profit, sponsored by $\mathrm{IMS}^{3}, \mathrm{BS}^{4}$, ProjectEuclid ${ }^{5}$
- Purely electronic


## Help keep the journal free and vigorous

- Donate to the IMS open access fund ${ }^{6}$ (click here to donate!)
- Submit your best articles to EJP-ECP
- Choose EJP-ECP over for-profit journals

[^1]
[^0]:    *Institute of Mathematics, University of Warsaw, Banacha 2, 02-097 Warsaw, Poland.
    E-mail: rlatala@mimuw.edu.pl, martast@mimuw.edu.pl

[^1]:    ${ }^{1}$ LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
    ${ }^{2}$ EJMS: Electronic Journal Management System: https://vtex.lt/services/ejms-peer-review/
    ${ }^{3}$ IMS: Institute of Mathematical Statistics http://www.imstat.org/
    ${ }^{4}$ BS: Bernoulli Society http://www.bernoulli-society .org/
    ${ }^{5}$ Project Euclid: https://projecteuclid.org/
    ${ }^{6}$ IMS Open Access Fund: https://imstat.org/shop/donation/

