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1 Przepustowos$¢ kanatu

Zacznijmy od wprowadzenia réwnosci I(A,B) = H(B) — H(B|A) = H(A) — H(A|B). Mozna ja

intuicyjnie zilustrowaé¢ ponizszym rysunkiem [1l

Rysunek 1: Intuicyjne przedstawienie zwiazkéw pomiedzy entropia i informacja

Intuicyjnie informacja I(A, B) jest to miara tego, co musimy jeszcze wiedzie¢ o A, jesli wiemy
wszystko o B. I na odwrot.
Zal6zmy, ze mamy dwa alfabety A oraz B i kanal z A do B reprezentowany przez macierz

P11 - DPin
Pma1 - Pmmn
gdzie p; ; = P(a; — b;).
Prawdopodobienistwo wystapienia symbolu b na wyjsciu z kanalu mozna opisa¢ rownaniem:
p(b) = > ,cap(a)p(a — b). Intuicyjnie mozna ten wzér zailustrowac ponizszym rysunkiem (praw-

dopodobienstwo wystapienia na wyjsciu symbolu b jest suma iloczynéw prawdopodobienstwa wy-
stapienia symbolu a na wejsciu oraz prawdopodobienistwa przejécia w kanale z a na b).

Zdefiniujemy przepustowos¢ kanatu jako:
C= max I(A,B)

Rozktad A, dla ktérego otrzymywane jest maksimum, nazywany jest optymalnym rozkladem
wejsciowym.

Przyktad 1: Obliczyé¢ przepustowosé binarnego kanalu symetrycznego.



Dla przypomnienia, binarnym kanalem symetrycznym nazywamy kanal charakteryzujacy sie
nastepujacymi cechami:

— Alfabetem wejSciowym jest A = {0, 1}, alfabetem wyj$ciowym jest réwniez B = {0, 1}.

— Macierza reprezentujaca kanal jest ( g i ), gdzie P=1—P

Wprowadzmy funkcje pomocnicza Hj, nazywana funkcja binarnej entropii Hy(z) = —x log(z) —
(1 —x)log(1l — x). Jej wykres zaprezentowany jest ponizej.
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Zalézmy, ze rozkladem alfabetu A jest P(A=0) = q oraz P(A=1)=¢q
Naszym zadaniem jest zmaksymalizowaé wartosé I(A, B) = H(B) — H(B|A).
Zauwazmy, ze:

_ _ 1
P(z)lo — (Pq+ Pg)lo + (PG + Pg)log ———
=y £5 ) (Pq+ Pq)log (Pq+ Pg)log 5—
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reB Pq + PC]

Hy(Pq + Pq)

oraz

+ P(B=1A=0)log (P(B=1A4=0)"")] +
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H(BJA) = P(A=0)[P(B=0[A=0)log(P(B=0A=0)")+
1

1 _ 1
= Plog =+ Plog = = Hy(P
og 5 + Plog 5 =Hy(P)
A zatem szukana przepustowosé kanalu binarnego, jest réwna

mgx I(A,B) = Hy(Pq + Pq) — Hy(P) = Hp(0.5) — Hy(P)
Wartosé 0.5 nie jest wybrana przypadkowo. Funkcja Hy(z) osiaga swoje maksimum w tym
punkcie (patrz rysunek powyzej).
2 Odczytywanie wiadomosci z kanatu

Zalézmy, ze dostaliSmy z kanalu wiadomosé b. W jaki sposdb mozna sie dowiedzie¢, co mial na
my$li nadawca? Lub inaczej méwiac, jaka wiadomosé a zostala oryginalnie wlozona do kanatu? W



tym celu zdefiniujmy pojecie reguly decyzyjnej A : B — A. Funkcja ta ma za zadanie zwrécié jak
najdokladniej symbol wlozony przez nadawce na wejéciu kanatu (przetlumaczyé wiadomosé).
Rozpatrzymy tutaj dwa przypadki. Pierwszy — tatwy, polegajacy na zalozeniu, ze wiemy z
jakim prawdopodobienstem jego symbole moga sie pojawia¢ na wejéciu do kanaltu, znamy rozktad
A.
Mozemy policzy¢
P(anb) P(a —b)

p(A = CL‘B = b) = b = Za’eA P(a’)P(a’ _ b)

Jakoscia reguly decyzyjnej A dla danego symbolu b jest wartosé P(A(b)|b). Jakoscia reguly A
jest usrednienie po wszystkich mozliwych wartosciach b.
Wprowadzimy miare jakosci reguly decyzyjnej w zaleznosci od rozkladu A.

Pe(AA) = S POPAWDIY) =Y W _
beB beB
= Y Pa®) Ny
beB

Miara dualna do miary jakosci bedzie P.g(A, A) = 1— P.c(A, A). Jest to wielkoéé okreslajaca
$rednie prawdopodobienstwo btedu.

Bedziemy docelowo zmierza¢ w tym wykladzie do odpowiedzi, jaka regute decyzyjna nalezy
przyjaé, jesli nie znamy rozkladu A.

Zauwazmy, ze wygodniej jest patrze¢ na macierz

P(Cblﬂbl) P(Cblﬂbn) P(al) P(a1 —>b1) P(a1 an)

PlamNby) -+ PlamNby) P(am) P(am —b1) -+ Plam — byn)

W aktualnie rozpatrywanym, prostym przypadku, dobra regula decyzyjna jest ,reguta ideal-
nego obserwatora”. Funkcja A w tym przypadku maksymalizuje warto$é P(a)P(a — b).
W przypadku binarnego kanalu symetrycznego (BSC)

(51 b)) =(50) (5 7)

reguta idealnego obserwatora bedzie wygladata nastepujaco:

Ay =1 gdy Pq> Pq N gdy Pg > Pq
1, wpp ’ 0, wpp

Przejdzmy do przypadku trudniejszego, nie znamy rozkladu A. Pierwszym narzucajacym sie
rozwiazaniem jest zalozenie, ze A ma rozklad jednostajny i traktowanie tego zadania, jak po-
przednio. Innym rozwiagzaniem jest zdefiniowanie funkcji A(a) = b jako ,reguly maksymalnego
podobienstwa” ; maksymalizujacej P(a — b).

Regula ta jest optymalna, argumentem za tym sg nastepujace rozwazania. Zdefiniujmy prze-
strzen wszystkich mozliwych rozkladéw prawdopodobienstw A € P.

P={<P, - ,Pp>€ 01", P+ + P, =1}

Obliczymy nastepujaca calke (reprezentujaca $rednie prawdopodobienstwo poprawnego od-
kodowania informacji) i zobaczymy, czy rzeczywiscie bedziemy osiagali maksimum w $rednim
przypadku dla reguty ,maksymalnego podobienstwa”.
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Czlon I nie zalezy od p, wiec mozna bylo go wyprowadzié¢ przed calke. Czlon I jest staly i nie
zalezy od permutacji liczb — przechodzi on cala dziedzing P, zalezy on jedynie od m. A wiec mak-
simum jest faktycznie osiagane w przypadku, gdy uzyjemy reguly ,maksymalnego podobienstwa”
(czlon I ma maksymalna wartosé).

3 Poprawa wydajnosci kanalu

Kolejnym zagadnieniem jest polepszenie kanalu w ten sposob, zeby stal si¢ on jak najbardziej
niezawodny. Jedna z prostszych technik jest powtarzanie tego samego symbolu kilka razy. Roz-

patrzmy przyktad, w ktérym mamy do czynienia z symetrycznym kanalem binarnym( ‘Z Z ),

gdzie ¢ = p. Zalézmy, ze kazdy symbol powtarza¢ bedziemy trzy razy. I tak mozemy napisaé
prawdopodobienstwa przejscia P(0 — 000) = ppp, P(0 — 010) = pgp itd. Powstaje wiec w ten
sposéb nowy kanal zdefiniowany nastepujaca macierza

¢ v v p’qa ¢p piq pq PP
Dla 000 001 010 011 100 101 110 111

(p3 r’qa p*¢ v p’q¢ ¢p ¢ q?’)

Zdefiniujmy regute decyzyjna dekodujaca wiadomosé w ten sposob, ze dla komunikatu o wigk-
szej ilosci jedynek bedzie to jedynka, zas o wickszej ilosci zer — zero. W ten sposéb zdefiniowalismy
trzeci kanal z {0,1} w {0,1} o macierzy

( P> +3p*¢ 3¢°p+¢° )
¢® +3¢°p P’ +3p%q

Poréwnajmy P.c; dla zwyklego binarnego kanalu symetrycznego (z prawdopodobienstwem
poprawnego przeslania symbolu p) oraz dla nowo otrzymanego kanatu. Dla zwyklego kanalu, i
rozkladu normalnego A,

Pioa= Y P(B=i)P(A=id(i)|B=i)= Y P(A=id(i))P(B=ilA=id(i) =p

i€0,1 i€0,1

A wiec prawdopodobienstwo biedu wynosi dla zwykltego kanatu P.g1 =1— PrC,1 =q.

Natomiast w przypadku potréjnego powtarzania symbolu, odpowiednio P.p3 = ¢* + 3¢?p.
Widaé, ze Prp1 < Prps dlag<1/4.

W ogélnym przypadku, jesli ten sam symbol bedzie powtarzany n razy, prawdopodobienstwo
btedu bedzie wynosito P.g,, = Z;ﬁéh (?)piq"_i. Oszacujmy, jak wielki jest to blad w przypadku
granicznym. Obliczenia bedziemy przeprowadzaé¢ dla sytuacji ¢ < p, gdyz w sytuacji p = ¢ =
0.5 prawdopodobienstwo btedu wynosi 0.5 (co jest latwe do obliczenia). Nie rozpatrujemy tego
przypadku, gdyz wskazuje on na to, ze kanal kompletnie ignoruje wejscie i wyjscie nie jest w
zaden sposob zalezne od symbolu wejSciowego. Rownie dobrze moglibySmy podrzuci¢ monete i
podaé wynik losowania.

Wréémy do oszacowania. Zalézmy, ze ¢ < p (a wiec kanal jest bardziej prawdoméwny niz

zaklécajacy). Zauwazy¢ mozna, ze Prg, < Z;ﬁéh (?)prn/qu/L

2k
n =2k Ppn < PP, () = pP1 - p)F X, (F) = (p(1 - p))* (27) W przypadku
n = 2k 4+ 1 rozumowanie jest bardzo podobne.

. Dla utatwienia, zalézmy, ze



Funkcja p(1 — p) przyjmuje maksimum w punkcie p = 0.5. Jak zalozyliémy p € [0,0.5), a wiec
p(1 —p) €[0,1/4). Polézmy p(1 —p) = %, gdzie t € [0,1). Przepiszmy P,p,, < (%)k 2%l = ¢kl

Z twierdzenia o trzech ciggach wynika, ze w przypadku granicznym, lim,, i Prg,n = 0.

Faktem wiec jest, ze wydluzajac sztucznie komunikat, zwiekszamy szanse poprawnego jego
odczytania.



