Optymalne przesylanie kanalem

(notatki do wyktadu z Teorii Informacji)

Bogustaw Kluge, Marta Ffuksza

Definicja 1. Niech A, B beda sygnatami, I kanalem, a A regula decyzyjna.

A B2 A

Definiujemy $érednie prawdopodobienstwo trafnego odczytu

Pre(A,A) == > p(B =b)p(A = AD)|B =)
beB

oraz $rednie prawdopodobienstwo blednego odczytu
Pro(A,A) :=1—Pr.(A,A).

Przyklad 1. Dla symetrycznego binarnego kanalu (Z 7) i reguly identyczno-
Sciowej A(i) =i (A =id), mamy

Pre(A,A) = > p(B=1i)p(A=1d(i)|B =)

i€{0,1}

= > p(A=id(i))p(B = il4 = id(i)
i€{0,1}

= Z p(A =id(i))w
1€{0,1}

Chcemy pomimo bledéw kanatu komunikowaé sie mozliwie wiernie.

Zal6zmy, ze dysponujemy kanatem T'; (rysunek 1) o macierzy (g g) Mo-
zemy wéwcezas, poprzez powielanie przesytanych bitéw skonstruowaé¢ kanal I's

P43P%Q Q?+3Q2p)

Q3+3Q%*P P3+3P2%2Q )"

Jedlil>P=1-Q > %, to réznica prawdopodobienstw blednego przekazu
w kanalach I'y oraz I's wynosi Q — (Q3+3Q%P) = Q(2Q —1)(Q —1) > 0. Zatem
w kanale I's prawdopodobienstwo blednego przekazu jest mniejsze niz w kanale
.

Ogdlnie zamiast 3-krotnie mozemy powielaé bity n-krotnie (gdzie n jest nie-
parzyste, zeby wybor wiekszosciowy mial sens). Wtedy, przy zalozeniu 1 > P =

(rysunek 2) o macierzy (
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Rysunek 2: Kanat I's

1-Q > % prawdopodobienistwo btednego przekazu wynosi
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Definicja 2 (Odleglo$¢é Hamminga). Niech uw,v € A™. Definiujemy odle-
glo$¢é Hamminga

O(u,v) :=|{4 | u; # v }H.
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Rysunek 3: Na czerwono Sciezki od punktu 000 do punktéw w odlegtosci Ham-
minga 1, 2 i 3 od niego.

Fakt 1 (Odleglo$¢é Hamminga jest metryka). Niech u,v,w € A™. Odle-
gtosé Hamminga spelnia:

0(u,v) =0 < u=wo,
0(u,v) >0,

0(u,v) = 0(v,u),

0(u, w) < 6(u,v) + (v, w).

Zajmiemy sie¢ teraz ogdlniejszym wykorzystaniem binarnego symetrycznego
kanatu.
Dana jest zmienna losowa A o wartosciach A = {aq,as,...,a,} oraz kod

e: A — {0,1}F C {0,1}".

Uzywajac kanatu (g %) produkujemy ciagi w {0, 1}*. Nastepnie stosujemy

regule maksymalnego podobiefistwa A: {0, 1}F — €(A) Wtedy
Pre(A,€A) = Y p(B=u)p(CA=A(u)|B=u)
ue{0,1}F

= > p(CA=A(w)p(B =ulCA = Au)),

ue{0,1}F



Chcemy | Faktycznie Wydluzenie | Blad
przestaé | przesylamy (krotnosé)
0 0

Kanal wierny 101 101 1 0
01101 01101
0 o

Metoda powielania 101 1mon1m n /0o N O
01101 or1m1mom™1m"
0 0

Twierdzenie Shannona || 101 — /' Cr N O
01101 | ——

Tabela 1: Podsumowanie

gdzie
p(B =u)= Zp(‘A = a;) p(e(ai) - u)?
=1
k
(v — ) = [ e — i) = PE=00) @0,
=1
bo

P gdy v; =u;
Q gdy v; # u;.

Przypuéémy, ze P > Q. Wtedy reguta maksymalnego podobienstwa sprowadza
sie¢ do reguly minimalnej odlegloéci Hamminga

p(vi - uz) = {

Ag(v)=ue E)(A),takie ze 0(v,u) jest minimalne
(regula dobrosgsiedzka).

Definicja 3 (Stopa kodu). Niech A bedzie zmienna losowa o wartosciach
A ={aj,az2,...,an}. Dla kodu €: A — {0,1}" definiujemy stope kodu (ang.
rate)
1
R(@) := -2

n

(zachodzi 1 > R(C) > 0).

2
zmiennej losowej A o wartodciach A = {aq1,aq,...,a,,} oraz kodu C: A —

{0,1}", wygodnie jest utozsamiaé E)(A) = Ci A (a zatem takze A i CA).

Dla danego kanalu T" nad {0,1} o macierzy (gg), gdzie P > 1 > Q,



Wykorzystujemy I' jako kanal z € do {0, 1}" o macierzy

plct — u1) -+ pler — ugn)

p(em —u1) -+ plem — uzn)
gdzie p(v — u) = pr—ouv)Qi(uv) @ = {e1,¢2,...,cm}. Wtedy
A(u) = v, takie ze p(v — u) najwieksze ( <= §(u, v) najmniejsze)

(regula dobrosasiedzka).

Uwaga 1 (Nieformalnie). Znajdujemy stowo, ktére najmniej (w sensie Hammin-
ga) rézni sie od slowa wychodzacego z kanalu. Na przyklad, gdy dostaniemy
stowo barcara i mamy do wyboru barbara oraz barnaba, to wybierzemy pierwsze
z nich.

Fakt 2 (Uzyteczna transformacja). Dla kanalu z A do B, mamy
Pro(A,A) =1 —Pr.(AA)
=1-) p(B="b)p(A=A0)B=0b)

beB

—Z Z p(B=bAA=na)

bEB acA\{A(b)}

:Z Z p(B=bAA=na)

acAbgA—{a}

:Zp(./l:a/\Aﬁ#a)

acA

=Y p(a)p(AB # alA = a)
acA

Twierdzenie Shannona. Niech ' bedzie binarnym symetrycznym kanatem
0 macierzy (Q P) gdzie P > 5 > Q. Wtedy przepustowos¢ Cr = 1 — Hy(P).
Niech §,e > 0.

Wowczas dla kazdego dostatecznie duzego n, istnieje kod C o zbiorze wartosci
C C{0,1}", taki ze

Pro(A,€) < §

oraz

Cr—e <R(€) <Cr,
gdzie A jest requlq dobrosgsiedzkq.

Uwaga 2. Z tego wynika, ze mozna wskazaé ciag kodéw C,,, taki ze Pro(A, C,) —
0i R(Gn) — CF.

Uwaga 3 (Bardzo nieformalnie). Dla duzych n, co najmniej ~ 2°t™ stéw mozna
przesta¢ w miare wiernie.



