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Teraz przeprowadzimy dowdd twierdzenia Shannona:

Wybieramy 7 > 0 (w zaleznosci od J,& > 0, ,,bardzo mate”™).
p=nmQ+1n),

gdzie Q=FE(y,) dla ie{0,.,n} (warto§¢ oczekiwana zmiennych wspomnianych
wczesniej — jest taka sama dla wszystkich, gdyz maja one ten sam rozktad).

Gdy OJu,u®e)<p (gdzie o  jest odlegloscia Hamminga) i

Vo0, u®@e)>p,to Au®e)=u.

Zatem jeSli A(u®e)#u to (6(u,u®e)>p lub 3, ,,,6(v,;u®e) < p).

Stad wynika:

pPAu®e)#u)< p(o(u,u®e)> p)+ Zp(é'(u',u ®@e)< p)

u'eC\{u}
Sumujac stronami powyzsza nierownos¢ osiagamy (po wszystkich e):
PAu®E)#u) < p(o(u,u®E)> p)+ Zp(5(u',u ®E <L p)
u'eC\{u}
Nastepnie bedziemy szacowac obie czgsci prawej strony powyzszej nierdwnosci.

Stabe prawo wielkich liczb
Mamy ciag zmiennych losowych: y,,%,,.. o identycznym rozkltadzie. Elementy
kazdego skonczonego podciagu (ktérego elementami sa poczatkowe elementy tego
ciagu) = x,, ¥,.--X, » sa niezalezne, czyli:

pP=a Ny =a,00y,=a,)=p(y =a)xp(y, =a)x..xp(y, =a,)
Wtedy:

1 n
P(|;><ZZI~ —ul>a)—>0,gdy n—> o
i=1
gdzie u=E(y,).
Poniewaz Z X =0u,u®E) (pamigtaymy, ze €E=(yx,,%,,-»%,)) 1 ze stabego prawa

i=1

wielkich liczb, dla dostatecznie duzych n wynika, ze

1 1 5
P(5(uaU@€)>P)=P(ZXZ€,~ >Q+77)SP(|;><Z€,~ —Q!>77)SE
i=1 i=1



Ostatnia linijka wynika z faktu, ze powyzsze operacje (wzigcie wartosci modutu nie
zmniejsza wartosci wyrazenia) nie zmniejsza prawdopodobienstwa (zatem nieréwno$¢
nadal zachodzi).

Uwaga: Jesli A ma rozklad jednostajny, to:

Pry(A,CoA)=) p€@od=w)x p(A(w® &) = w) LN D p(AwW®E) = w)
weC m e
gdzie C przyjmuje wartosci u’ ,...,u
Pr.(A,C).
Do tej pory szacowanie przebieglo po wszystkich kodach €. Kolejne szacowanie bedzie
inaczej przeprowadzane, mianowicie oszacujemy usrednione Pr,(A,€), gdzie €

. Pr, nie zalezy od A, bgdziemy wigc pisac

przebiega wszystkie n-elementowe kody o rozktadzie jednostajnym.
Wszystkich m-elementowych kodéw C: 4 — {0,1}" jest

2}1
( ]m!= N.
m

—xZPrE(A €)<—XZ(—+ZXZZp(5(u/ ul +8) < p))

i=l j#i

:E ;ZZ ZP(5(U15U +&) < p)

11]¢1

*

Teraz zajmiemy si¢ oszacowaniem * dla ustalonej pary indeksow i# j (X jest
funkcja boolowska; X(true) =11 X( false) =0):

N2 POt + €< p)= 5 plu —uf €5, ()=

—z D p€=e)-Xul -uf €S, (e) =

€ ee{0,1}"
= Y p(E=e)- —ZX(u —uf €8 ,(e))
ec{0,1}" %f—’
. S N ,
kazdy taki wektor pojawi sie w 5] kodow
Zatem:

D X —uf €S,(e) = >

Wiec:
—ZX(u ~ufeS (e ))<‘ AG )| ! Z(n] niezaleznie od e.

%/—’ _1 2 _1r<p




Poniewaz Z p(€=e)=1, wigc:

> p(E= e)-%gxwf —ufes ()< Zm

n
ec{0,1}" 2" —1 r<p

Kontynuujac dowdd:

1 1 n O m n
+Z-m(m—1)-2” _I‘Z(FJSE—FQ’” Z(FJS

r<p r<p

n
Nierownos¢ dla dowolnego /1<%: Z( ]SZ"'HZW (udowodniono na
r<A-n r

¢wiczeniach, mozna tez wykaza¢ -elementarnym rachunkiem). Stad dla

1 . n nHz(l) . . . . .
A=0+n< 5 1 p=An: Z <2 , gdzie H jest binarna entropia funkcji

r<p
H,.
Zatem:
Sé+ ﬂ'zn»H(i)
2 2"
|
n(-282" | a1y
2

Aby dokonczy¢ dowdd pozostaje dobra¢ 7 1 m . Musimy pokaza¢, ze majac dane
0< 5 1 € >0 mozemy znalez¢ 1 >0 (niezalezne od n) 1 m < n takie, ze jesli

n jest wystarczajaco duze to:

. |
(1) Q+77<5
(i) O~ <1982 _ ¢ (adzie C. =1 H(Q))

(i) lOgsz—HH(QH]) < ‘%
Bez straty ogolnos$ci, poniewaz C > 0 mozemy zatozy¢, ze C. —& = 0. Poniewaz
C. =1-H(Q), funkcja H jest ciagtai Q <% wigc mozemy wybra¢ 7 >0
wystarczajaco male tak, by

Q+77<% i 1—H(Q+77)2Cr—§.



Niech n,'= {3—‘ . Dla kazdego n = n," mozemy tak dobrac k, ze
&

Cr —ESESCF —%'8

n 3

Wybieramy M =2*, zatem llog2 M = k (warunek (ii) speiony). Skoro
n n

%SCr 11-H(Q+n)=C; —% to mamy:

log, M 2 £ £
S HQ 4 -15(Cr -0 —(C — D) =%
3 3 3
czyli warunek (iii) z m = —% <0.
I teraz wynik koncowy:
<Oy @y
2 —
S§ dla dosta -
tecznie duzych n
0.



