Kognitywistyka: Wstep do matematyki
Konspekty wyktadéw.

Wyktad 1. (2.10.2017) O pewnym sposobie uzasadniania zdan (matematycznych)

(h

)

Obliczyé 1+3+5+...+2017. (Prowadzi do przypuszczenia, ze 1 +3+5+...+ (2k — 1) = k?, ktére
uzasadniamy. )

12422 4. 4 p2 = nlodlCndl),

Sformulowanie zasad(y) indukcji matematycznej.

n prostych dzieli plaszczyzne na co najwyzej 2™ czesci.
(14+a)">14nadlan=1,2,...ia> -1

"Dowdd” indukeyjny, ze wszystkie koty sa tego samego koloru.

Ile razy trzeba tamac tabliczke czekolady 4 x 6, by dostaé¢ 24 pojedyncze kostki?

Zbiory, elementy zbioréw, notacja, zbior pusty, przyktady konstrukcji zbioréw.
Podstawowe operacje na zbiorach (AU B, AN B, A\ B, A x B).
H#AX B=#A -#B, #(AUB) = #A+ #B — #(AN B).

Proste wlasnoéci operacji na zbiorach, np. AN (BUC) = (AN B) U (AN C) z uzasadnieniami na
diagramach Venna.

Permutacje zbioru A i definicja symbolu n!.
Dowod, ze n!=1-2-...-n.

Kombinacje. Motywacje: i. 7 prostych na plaszczyZnie (w polozeniu ogélnym). Ile jest punktéw prze-
ciecia? ii. Z grupy 5 dziewczynek i 4 chlopcow wybieramy reprezentacje 2 chlopcow i 2 dziewczynek.
Na ile sposoboéw mozemy to zrobié¢?

Definicja symbolu Newtona (Z), jako liczby kombinacji.

Wyktad 3. (16.10.2017) Kombinatoryka, c.d.

Funkcja jako przyporzadkowanie. Przyktady definiowania funckji, zbiér wartosci funkcji, funkcja réz-
nowarto$ciowa, funkcja "na”, funkcja odwrotna do dane;j.

Tle jest mozliwych tablic rejestracyjnych (np. WA75932)7
Definicja wariacji z powtérzeniami i dowéd, ze jest ich n*.
Definicja wariacji bez powtérzen.
. . _ +1y _ _
Wlasnosci symbolu Newtona: () = (,",), (Z_H) =)+ (kil), Yo (1) =2",

n(n—1)...(n—k+1)
k!

Twierdzenie: (Z) = z lematem o liczbie wariacji bez powtdérzen.

Wzér dwumianowy na (a + b)".

Kombinacje z powtérzeniami: i. Na ile sposobéw mozna rozdaé n paczkéw k osobom?, ii. Ile jest
rozwigzan réwnania x1 + s+ ...+ = n w liczbach catkowitych nieujemnych? Odpowiedz: ("Jrs 71)
z ciekawym dowodem.

Wyktad 4. (23.10.2017) Matematyczny model prawdopodobiefistwa: i. Probabilistyczny model dos§wiadczenia losowe-

go

(a) Troche historii RP, czym si¢ zajmuje RP, motywacje z zycia (gry hazardowe, zjawiska masowe, przy-

klad: problem kawalera de’Mere).

(b) Doswiadczenie losowe, jego wyniki, zdarzenia + przyklady.

(¢) Prawdopodobiefistwo jako funkcja, ktéra przypisuje zdarzeniom liczby z przedziatu [0, 1]: przyklady

(rzut moneta, rzut dwoma monetami).

Wyktad 5. (23.10.2017) Matematyczny model prawdopodobienistwa: i. Aksjomaty rachunku prawdopodobiefistwa



(a) Wlasno$ci (aksjomaty) rodziny zdarzen F.

(b) Wtasnosci (aksjomaty) funkeji prawdopodobiefistwa P : F — R.

(¢) Model prawdopodobienstwa klasycznego + przyktady (gra w ”szdstki” i ”dwie szdstki”).
)

(d) Inne do$wiadczenia wymagajace innego modelu: i. Kij lamiemy ”losowo”’na 3 czedci, czy uda sie
zlozyé tréjkat?, ii. Rzucamy moneta do momentu uzyskania 2 ortow.

Wyktad 6. (6.11.2017) Prawdopodobienstwo geometryczne.
(a) Rozwiazanie problemu z kijem i tréjkatem, jako motywacja do definicji modelu prawdopodobienstwa
geometrycznego.

(b) Inny model (catkiem rozsadny) jako rozwiazanie tego samego problemu z kijem. (Po pierwszym tama-
niu, losujemy, ktdra cze$é lewa czy prawa, bedziemy dalej lamaé. To prowadzi do innej odpowiedzi!)

(¢) Paradoks Bertranda z trzema réznymi modelami " maszyny losujacej cigciwe” + moral.

Wyklad 7. (13.11.2017) Dalsze wlasnosci prawdopodobiefistwa

(a) Wzor wlaczen i wylaczen z dowodem. (Korzystamy z (’f) - (’;) + (g) — ... * (k) =1)

(b) Sekretarka wktada 10 toméw do 3 szuflad na chybil trafil.

(c) Sekretarka wktada n listéw do n kopert na chybil trafil. Szanse, ze cho¢ jeden trafil tam, gdzie trzeba.
Prawdopodobienstwo warunkowe:

(a) Przyklady: i. 2 urny z kulami bialymi i czarnymi, i dwa losowania. ii. Suma oczek 4, jakie szanse, ze
w pierwszym rzucie 2 oczka.
Definicja P(A|B).
Funkcja A — P(A|B) jest prawdopodobienstwem, t.j. spelnia aksjomaty RP.
Zadanie o spotkaniu raz jeszcze (Wiemy, ze Basia nie przyszla za wczesnie.)

)
)
)

e) Wzér tancuchowy + dowdd
) Przyklad z urnami i kulami.
)

Przyklad z egzaminatorem Dobrym i Zlym (wstep do wzoru na prawdopodobiefistwo caltkowite).
Wyktad 8. (20.11.2017) Prawdopodobienstwo warunkowe c.d.

Wzér na prawdopodobienstwo catkowite + dowdd.
Przyktad z graniastostupem (losujemy krawedzie).
Przyktad: urny b razy B,c razy C. Jakie szanse, ze druga wyciagnieta kula jest biala?

Trzy karty: Bankier, Gracz, cel: wskaza¢ Asa pik. ”Graczu, odkryje jedna karte, a ty sie zastanéw,
czy chcesz zmieni¢ swoj wybér.”

) Wzér Bayesa poprzedzony przykladem z urnami.
) Przyklad: falszywa moneta.
g) Paradoks Simpsona: na przykladzie poréwnania dwéch metod leczenia kamieni nerkowych.
) O testach diagnostycznych: pojecia swoistosci i czulosci testu 4+ przyklad (prawdopodobienstwo, ze
pacjent jest faktycznie chory, jesli test dat ”+7).
Wyklad 9. (27.11.2017) Kolokwium
Wyktad 10. (4.12.2017) Niezaleznosé¢ zdarzen

(a) Dylemat wigznia (Krdl postanawia uwolnié¢ jednego z trzech wiezniéw A, B, C. Wiezien A pyta
straznika (ma wiedze, kto zostanie uwolniony) pyta o wieZnia # A, ktéry zostanie w wiezieniu,
myslac ze w ten sposéb zwieksza swoje szanse uwolnienia do 1/2.

(b) Definicja: para zdarzen A, B jest niezalezna, jedli ... 1 interpretacja warunku jako P(A) = P(A|B).
(c) Przyklad: wyciagniecie pika, a wyciagniecie kréla, i podobne.



(d) Rzut dwukrotny moneta, A; = { w i-tym rzucie orzel }. Zalozenie o niezaleznosci zdarzen A, B
prowadzi do konkluzji, ze P(A; N Az) = 1/4.

(e) Przyklad: Grupa n oséb ustawia sie w kolejce. Szanse, ze X stoi przed Y, a Y przed Z (symetrial).

(f) Przyklad: Wybieramy rodzing majaca n dzieci i rozwazamy pewne dwa zdarzenia. Okazuje sie, ze sa
one niezalezne tylko w przypadku n = 3.

(g) Przyklad 3 zdarzen, takich ze kazda para zdarzen jest niezalezna, ale ewidentnie zdarzenie C' zalezy
od pary A, B.

(h) Definicja: Tréjka zdarzen niezalezna i uogélnienie na n zdarzen.
(i) Przyklad: n-krotny rzut moneta.
Wyktad 11. (11.12.2017) Niezaleznoéé zdarzen, c.d.
(a) Stwierdzenie. i. A, B niezalezne, to A, B¢ tez, skad A€, B¢ tez. ii. Dla tréjki zdarzen niezaleznych
mamy podobnie.
(b) Drobne wnioski typu: A, B, C niezalezna, to A, BU C' tez.

(¢) Przyklad:i. Jedli Ay, ..., A10 niezalezne, to prawdopodobienstwo, ze zajdzie cho¢ jedno z nich wynosi
1—(1—p)*.ii. Srednio 1 na 1000 silnikéw jest wadliwy. Prawdopodobiefistwo, ze wéréd 1000 silnikéw
ani jeden nie jest wadliwy. Wprowadzenie statej Eulera e ~ 2, 7182.

(d) Schemat Bernoulliego.

(e) Przyklad: turniej 7 meczéw, w ktérej lepsza druzyna wygrywa z prawdopodobienstwem 60%, wykres
stupkowy prawdopodobienstw w Bern(n = 7,p = 0.6).

(f) Najbardziej prawdopodobna liczba sukceséw w schemacie Bernoulliego.
(g) Pojecie zmiennej losowej, jako funkcji X : Q@ — R.
(h) Przyklady zmiennych losowych oraz wyjasnienie napisu P(X = k).

Wyktad 12. (18.12.2017) Zmienne losowe i ich rozklady. Wartosé oczekiwana.

(a) Przyklad: rozklad zmiennej Y = X; + X2 = { suma oczek w dwdch rzutach kostka }.
(b) Rozklad dwupunktowy.
(c¢) Rozklad Y = X7 + X3 + X3 (liczba ortéw w 3-krotnym rzucie moneta).

Wartoéé oczekiwana.

a) Przyklad. Rzut kostka i r6zne kary/nagrody. Czy warto graé.

Definicja EX, w przypadku, gdy zmienna losowa X przyjmuje skoniczenie wiele wartosci.
Przyklad: rzut kostka, X = { liczba oczek }.

Przyktad: Jaka powinna by¢ cena biletu, aby oplacato sie gra¢ w pewna prosta gre.

Przyklad: bezposrednie obliczenie EX moze by¢ calkiem zmudne (prosty przyktad wielokrotnego
rzutu kostka, X = { suma oczek }.

) Twierdzenie: E(X +Y) =EX + EY z dowodem.
(g) Rozklad geometryczny z przykladem.

) Twierdzenie: Dla X ~ Geom(p), EX =1/p.

) W dowodzie konstruujemy macierz nieskonczona i zliczamy sumy elementéw macierzy na dwa spo-
soby. 14+2¢+3¢*+...=1/(1—q)*.
(j) Przyklad: Ile $rednio nalezy rzucaé¢ kostka, by wyrzucié¢ ”szostke”.

(k) Przyklad: Z talii wyciagamy 4 karty, a interesuje nas liczba wylosowanych pikéw. Podajemy rozklad
i warto$¢ oczekiwang rozwazanej zmiennej losowej (metoda addytywnosci E).

Wyktad 13. (8.1.2018) Kolokwium.
Wyklad 14. (15.1.2018) Wariancja zmiennej losowe;j.
(a) Definicja Var X = E(X — m)?, m = EX, odchylenie standardowe.



(b) Przyklad: kurs dolara w 2017 i 2018.

(c) Przyklad: warto$é papieréw wartosciowych, pojecia stopy zwrotu z inwestycji i ryzyka. Wykres ge-
stosci rozkladu normalnego i co z tym sie robi.

(d) Proste wlasnosci E i Var, jak np. Var X = EX? — (EX)?2, Var(a + X) = Var X.
(e) Rzut kostka i wariancja.
Niezalezno$¢ zmiennych losowych.
(a) Definicja: zmienne X,Y o rozkladzie skoiiczonym sa niezalezne, jesli P(X = z;,Y = y;) = P(X =
(b) Przyklad: Dwukrotny rzut kostka.

(¢) Przyklad: Losujemy 5 kart (ze zwracaniem), X = { liczba wyciagnietych pikéw }, Y = { ... kieréw
, Z =1 ... asow ;. OUzy X, Y sa niezalezne? , £ Co jesli losowanie jest ze zwracaniem kart?
Z 5 Czy X,Y sa niezalezne? A X, Z7 Co jedli 1 ie j iem kart?

(d) Twierdzenie: Dla zmiennych niezaleznych X, Y, i. E(XY) = EXEY, ii. Var(X+Y) = Var X + Var Y.
(+dowdd)

(e) Definicja: zmienne X1, Xs, ..., X, sa niezalezne, jesli ....

(f) Wartosé oczekiwana i wariancja zmiennej losowej o rozkladzie Bern(n, p): EX = np, Var X = npq.

(g) Rzucamy 100 razy moneta, X = { liczba ortéw }, Y = { liczba orléw w pierwszych 80 rzutach }.
Obliczamy Var(X +Y) — Var X — VarY jako miare korelacji X i Y.

Wyklad 15. (15.1.2018) Bladzenie po prostej.



