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Scenario: Data collection with RPL
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Challenge: Scaling up the RPL network
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Experimental setup
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Experimental methodology
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Metrics of interest
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Performance at scale: Weekend & workday
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Impact of traffic load
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Heterogeneous performance
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Investigating the poor performance

of messagesdrops up to 80%
overflowsTX queue

p. 14



Investigating the poor performance

p. 14



Investigating the poor performance

78 meters

p. 14



Introducing load balancing
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Impact of root location
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Impact of network density
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Scaling up the network
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Performance with 700 devices
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