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Wyktad poswiecony bedzie standardowemu iloczynowi skalarnemu w przestrzeni R™.
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Definicja. Niech v = (vy,...,v,) oraz w = (wy,...,w,) beda dowolnymi wektorami przestrzeni R".
Standardowym iloczynem skalarnym wektorow v, w nazywamy liczbe rzeczywista (v, w) = viw; +
n

VoWs + ... + VW, = Z vpwg. Od tej pory bedziemy opuszczaé przymiotnik ”standardowy”, bo nie
k=1
bedziemy rozpatrywa¢ innych iloczynéw skalarnych.

. Przy zapisie wektorow w postaci kolumn iloczyn skalarny wektoréw wyraza sie poprzez mnozenie

macierzowe wektora-wiersza przez wektor-kolumne: (v, w) = v w.

. Iloczyn skalarny ma nastepujace wtasnosci:

(a) jest symetryczny, tzn. (v,w) = (w,v) dla dowolnych wektoréow v, w € R™.

(b) jest dwuliniowy, tzn. (au + bv, w) = a{u,w) + b{v, w) oraz (v,au + bw) = a(v,u) + b{v,w) dla
dowolnych wektorow u, v, w € R™ oraz dowolnych liczb rzeczywistych a, b.

(c) jest dodatnio okreslony, tzn. (v,v) > 0 dla dowolnego wektora v € R™, v # 0.

Przy pomocy iloczynu skalarnego okresla si¢ m.in. nastepujace pojecia: dtugos¢ wektora, kat miedzy
wektorami, prostopadtos¢ wektorow.

. Definicja. Dtugoscia wektora v = (vy, ..., v,) € R™ nazywamy liczbe |v| = \/(v,v> = \/22:1 vi.

Przyktad. Diugosci wektoréw e, = (0, ..., 0, 1,0, ...,0) (jedynka na k—tym miejscu) bazy standardowe;j
sg réwne 1.

Przyklad. Diugosé wektora (1,1,...,1) € R" jest réwna /n.

Definicja. Kat miedzy wektorami v, w € R™ jest okreslony jako taki kat o € [0, 7], ze cosa = ‘S"jm,
tzn. a = arc cos mf‘ug‘.

Definicja. Wektory v, w € R™ nazywaja sie prostopadte (inaczej: ortogonalne) wtedy i tylko wtedy,
gdy (v,w) =0.

Przyklad. Obliczymy kat o miedzy wektorami v = (1,1,1,—1),w = (—=1,1,—1,1) € R*. Dlugosci

tych wektoréw sg rowne 2, ich iloczyn skalarny jest réwny (v, w) = —2, wiec cosaw = —3. Zatem

_ 2
o = 3 -

Przyktad. Zbiér v! wszystkich wektoréw w R" prostopadlych do wektora v = (ay, ag, ..., a,) € R
jest podprzestrzenia liniowg opisang w R"™ rownaniem a;xy + asxs + ... + a,x, = 0.

Definicja. Uktad wektorow vy, vs, ..., vp € R™ nazywa sie uktadem ortogonalnym wtedy i tylko wtedy,
gdy kazde dwa wektory tego uktadu sa ortogonalne.

Definicja. Uktad wektoréw wvi,vo,...,v, € R™ nazywa sie uktadem ortonormalnym wtedy i tylko
wtedy, gdy jest ortogonalny oraz dtugosci wszystkich wektorow sa rowne 1.

Przyklad. Uklad wektoréw (1,2,3),(1,1,—1),(5,—4,1) € R? jest ortogonalny. Dzielac te wektory
przez ich dlugosci otrzymujemy uktad ortonormalny: ﬁ(l, 2,3), %(1, 1,-1), \/%(5, —4,1) € R3.

Przyktad. Baza standardowa przestrzeni R” jest ortonormalna.

Przyklad. Uktad wektoréw £(1,1,1,1),5(1,1, -1, -1), 3(1,-1,1,-1),5(1,—1,—1,1) € R* jest baza
ortonormalna.



Wprowadzenie do matematyki 11, wyktad 13, iloczyn skalarny, 26.05.2025 2

16.

17.
18.

19.

20.

21.

22.

23.

<’U,U1> (U7u2> (v,un>

Twierdzenie. Wspotrzedne wektora v w bazie ortogonalnej uq, us, ..., i, sg réwne fatan)? Toms)? 0 Tum )

n
Dowod. Zapiszmy wektor v jako kombinacje liniowa wektoréw wuy, us, ..., u, : v = Zajuj. Mnozac te
j=1
réownosé skalarnie przez wektor uy otrzymujemy (v, ux) = (ajuy, ug) + (agug, ug) + ... + {aptiy, ug) =
ay (uy, ug) + agug, ug) + ... + ap{ty, ur) = agug, ug). Zatem ap = <§:’k“1f:>

Whiosek. Wspétrzedne wektora v w bazie ortonormalnej uy, ua, ..., u, sa réwne (v, uq), (v, ug), ..., (v, ).

Przyklad. Znajdziemy wspotrzedne wektorav = (1,1,1) w bazie U : uy = (1,2,3),us = (1,1, —1),u3 =
(5, —4, 1) przestrzeni R3. U jest baza ortogonalna, wigc te wspotrzedne sa réwne 1%, 3 %.

Przyklad. Znajdziemy wspolrzedne wektora v = (1,2,3,4) w bazie U : w; = 1(1,1,1,1),up =
$(1,1,-1,-1),u3 = 5(1,—1,1,-1),uy = 5(1,—1,—1,1) przestrzeni R*. U jest bazg ortonormalna,
wiec te wspolrzedne sa réwne: ((1,2,3,4), %(1, 1,1,1)) =5,((1,2,3,4), %(17 1,—-1,-1)) = =2,
((1,2,3,4),5(1,-1,1,-1)) = =1, ((1,2,3,4),3(1,—1,—1,1)) = 0, zatem v = 5u; — 2us — us.

Jak wida¢, znajdowanie wspolrzednych wektorow w bazach ortogonalnych, a zwtaszcza w ortonormal-
nych, jest znacznie prostsze niz w innych bazach. W przestrzeni R™ mamy baze standardowa, ktéra
jest ortonormalna. Jednak gdy zajmujemy sie jakas podprzestrzenig V przestrzeni R”, wygodnie jest
postugiwaé sie baza podprzestrzeni V. Jak znalezé baze ortonormalng podprzestrzeni przestrzeni
R™? Zanim odpowiemy na to pytanie, nauczymy sie rozktadaé¢ wektor na jego stadowa réwnolegta
i sktadowa prostopadta do danej podprzestrzeni. Zacznijmy od przypadku, gdy podprzestrzen ma
wymiar 1.

Przykltad. Rozpatrzmy wektor v € R"™ oraz jednowymiarowa podprzestrzen liniowa U = lin(u) prze-
strzeni R". Zapiszemy v w postaci sumy wektora rownolegtego do u i wektora prostopadtego do w.
Sktadowa réwnolegta do u bedzie oczywiscie postaci au, gdzie a € R. Zapiszmy wiec v = au+(v—au)
i dobierzmy liczbe a tak, zeby wektor v — au byt prostopadty do U tzn. (v — au,u) = 0 tzn.

(v,u) = a{u,u) czyli a = ézg Zatem sktadowg wektora v réwnolegly do u jest wektor gzgu, a
sktadows prostopadlg do u jest wektor v — gZZiu
Przyklad. Roztézmy wektor w = (—1,10,3) € R?® na sume wektora réwnoleglego do wektora

u = (1,2,3) i wektora prostopadtego do u. Obliczamy (v,u) = 28, (u,u) = 14. Ze wzoru z poprzed-
niego przyktadu wynika, ze sktadowa réwnolegla do u jest réwna %(1, 2,3) = (2,4,6), a sktadowa
prostopadta do u jest réwna (—1,10,3) — (2,4,6) = (—3,6,—3).

Podobnie mozna postapi¢ w celu roztozenia wektora v € R™ na sktadowa réwnolegly i sktadowa
prostopadta do podprzestrzeni wiekszego wymiaru.

Twierdzenie. Jesli uq, ..., ux jest baza ortogonalna podprzestrzeni U przestrzeni R™ i dany jest wektor

v € R", to wektor vy = <<:1’121>> Uy + <S}2f2>> Uy + ...+ %uk jest sktadowa v réwnolegta do U, a wektor

v — vy jest sktadowg wektora v prostopadty do U.

Whniosek. Jesli vy, ..., vy jest baza podprzestrzeni V' przestrzeni R", to baze ortogonalng uy, us, ..., ug

przestrzeni V' mozemy skonstruowac tak:
Uy = V1, ( )

_ _ {v,un
Ug = Vg (u,ur) 1

(vg,ur)  (wgeue)  (vg,up—1) u
u,ur) L (ug,ug) 2 {(uk—1,up—1) k=1

Jest to tzw. ortogonalizacja Grama — Schmidta. Polega ona na zastepowaniu kolejnych wektorow
przez ich sktadowe prostopadte do podprzestrzeni rozpietej przez poprzednie wektory.
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Przyklad. Znajdziemy baze ortogonalng przestrzeni R?, ktérej pierwszym wektorem bedzie u =
(1,1, —1). Zaczynamy od dopetienia wektora u do bazy R3: u = (1,1, —1),v = (0,1,0),w = (0,0, 1).
Mozna to byto zrobié¢ na wiele sposobow. Wybralisémy takie wektory, bo skoro tworzg schodki, to sg li-
niowo niezalezne, a skoro jest ich trzy, to rozpinaja catg przestrzen. Jako pierwszy wektor nowej bazy,
zgodnie z warunkami zadania, przyjmiemy u; = u = (1,1, —1). Jako drugi przyjmiemy sktadowa pro-
stopadla wektora v do przestrzeni lin(u,), tzn. uy = v — %ul =(0,1,0)—1(1,1,-1) = (-3, %, 3).
Jako trzeci wektor przyjmiemy skladowa prostopadla wektora w do przestrzeni lin(ug,us), tzn.

1
Uy = w— gy — )y, — (0.0,1)= 3L L, =)= #(~4.5.) = (5,0, 3). OtrzymaliSmy wice bazg

w1,u1) 1 (u2,u2 T 3733 27
w=u=(1,1,-1),us = (=3, %,3),us = (3,0, 5). Jesli wolimy nie mie¢ utamkéw, to mozemy za wek-
tory bazy przyja¢ wielokrotnosci otrzymanych wektoréw: uf = v = (1,1, —1),ul, = (=1,2,1),u} =
(1,0,1). One tez tworza baze ortogonalna. Jesli natomiast chcemy mieé baze ortonormalna, to dzie-

limy wektory przez ich dlugosci i otrzymujemy u = %(1, 1,—1),uy = %(—1, 2,1),uf = %(1, 0,1).

Metode ortogonalizacji mozna stosowaé w dowolnej przestrzeni R". W przestrzeni R?® moze sie przy-
da¢ tzw. iloczyn wektorowy wektorow.

Definicja. Niech u = (a,b,c),w = (d,e, f) € R? oznaczaja dowolne wektory. Iloczynem wektorowym
b ¢ a c a b )
e f d f d e |”

Twierdzenie. [loczyn wektorowy wektoréow u, w ma nastepujace wtasnosci:

1) u X w jest prostopadly do obu wektoréw u, w.

2) wyznacznik macierzy, ktorej wierszami sa kolejno wektory u, w,u X w, jest nieujemny.
3) dlugosé wektora u X w jest rowna polu réwnolegtoboku rozpietego na wektorach u, w.

wektoréw u, w nazywa sie wektor u x w = ( ,

Y

T —2y+z =05,

Srty—z=0 jest wektor

Przyktad. Wektorem kierunkowym prostej opisanej uktadem réwnan {
(1,-2,1) x (3,1,—1) = (1,4, 7).

Przyktad. Znowu znajdziemy baze ortogonalng przestrzeni R?, ktérej pierwszym wektorem bedzie
u=(1,1,—1). Jako drugi wektor przyjmiemy dowolny wektor prostopadly do u, np. v = (1,1,2), a
jako trzeci w = u x v = (3,-3,0).

Teraz zajmiemy sie przeksztatceniami.

Definicja. Endomorfizm f przestrzeni R"™ nazywa sie izometrig liniowg wtedy i tylko wtedy, gdy
(f(v), f(w)) = (v,w) dla wszystkich wektoréw v, w € R™.

Whiosek. [zometria liniowa przestrzeni R™ zachowuje dtugosci wektoréw (a wiec i odlegtosci punk-
tow), katy oraz wszystkie inne wielko$ci wyrazajace sie przez iloczyn skalarny.

Uwaga. Przymiotnik ”liniowa” jest uzyty dla podkreslenia, ze chodzi o te izometrie, ktére sg prze-
ksztatceniami liniowymi. Matematycy nazywaja izometriami dowolne przeksztalcenia zachowujace
odlegtosci, niektoére z nich nie sa liniowe, np. przesuniecie o pewien wektor. Mozna wykazaé, ze kazda
izometria przestrzeni R" jest ztozeniem izometrii liniowej i przesuniecia.

Przyktad. Przeksztatcenie id : R" — R™ okreslone wzorem id(v) = v jest izometria liniowa.

Przyklad. Przeksztatcenie —id : R™ — R™ okreslone wzorem —id(v) = —wv jest izometrig liniowa, bo
(—id(v), —id(w)) = (—v, —w) = (v, w) dla wszystkich wektoréw v, w € R".

Twierdzenie. a) Ztozenie dwoch izometrii liniowych przestrzeni R™ jest izometria liniowa przestrzeni
R™. b) Kazda izometria liniowa przestrzeni R" posiada przeksztalcenie odwrotne, ktére tez jest
izometrig liniowa przestrzeni R".

Zobaczmy teraz, jak warunek na bycie izometrig liniowa wyglada w terminach macierzy.
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Twierdzenie. Niech f bedzie endomorfizmem przestrzeni R™ i niech A = M(f )SE bedzie jego macierza
w bazie standardowej. Wtedy f jest izometria liniows wtedy i tylko wtedy, gdy ATA = I.

Dowd6d. Przypomnijmy, ze f(v) = A -wv. Endomorfizm f jest izometrig liniowa <= réwnosé
(f(v), f(w)) = (v,w) zachodzi dla wszystkich v,w € R". Ta réwnos¢ <= (Av, Aw) = (v,w) <~
(Av)T(Aw) = vTw = vTATAw = vTTw <= v (ATA—Dw =0 (*). Jesli ATA = I, to r6wnos¢
(*) zachodzi dla wszystkich v, w. Jedli zachodzi dla wszystkich v, w, to w szczegdlnosci zachodzi dla
wektor6w v = e, w = e; bazy standardowe]. Zauwazmy, ze liczba e (AT A —I)e;, to wyraz macierzy
AT A — I na miejscu (k,j). Zatem w macierzy AT A — I na miejscu (k, j) stoi liczba 0.

Definicja. Macierz kwadratowa A nazywa sie ortogonalna wtedy i tylko wtedy, gdy ATA = I.

Wnhiosek. Macierz kwadratowa A jest ortogonalna <= jej kolumny tworzg baze ortonormalng
przestrzeni R" <= jest macierza izometrii liniowej w bazie standardowej.

Stwierdzenie. Wyznacznik macierzy ortogonalnej A jest réwny +1.
Dowéd. 1 = det(I) = det(AT A) = det(AT) - det(A) = det(A)?. Zatem det(A) =1 lub det(A) = —1.

Omowimy teraz przyktady izometrii R”.

Twierdzenie. Kazda izometria liniowa ptaszczyzny R? jest obrotem lub symetria prostopadta wzgle-
dem pewnej prostej (tzn. podprzestrzeni liniowej wymiaru 1).

Dowdéd. Rozpatrzmy dowolng izometrie liniowa F przestrzeni R? i jej macierz M = Z 2 w

bazach standardowych. Z definicji izometrii liniowej wynika, ze kolumy macierzy M sa prostopa-

dte i maja dlugo$¢ 1. Zatem liczby w pierwszej kolumnie, to a = cosa,c = sina dla pewnego

kata . W R? istnieja dokladnie dwa wektory dlugoéci 1 prostopadie do wektora (cosa,sina),
—c

: .y : : . . , a
mianowicie (—sina,cosa) oraz (sina, —cos«). Zatem albo macierz M jest réwna =
c a

sina  cos« sinaw —cosa

i jest macierza symetrii prostopadtej wzgledem dwusiecznej kata miedzy e; i f(eq).

cosa —sino
—a

) i jest macierza obrotu o kat «, albo jest réwna ( CCZ ¢ ) = ( cosa sma )

Whiosek. Ztozenie dwoch symetrii R? jest obrotem, zlozenie dwdch obrotéw jest obrotem, zlozenie
symetrii z obrotem jest symetria.

Dowod. Macierze symetrii maja wyznacznik —1, zatem macierz ich ztozenia ma wyznacznik réwny
(=1)(—1) = 1, zatem ztozenie jest obrotem. Podobnie w pozostatych przypadkach.

Definicja. Endomorfizm f : R®™ — R"™ nazywa sie symetria prostopadla <= w pewnej bazie
ortonormalnej B : uq, ..., Uk, Ugt1, .-, U, Mma macierz diagonalna postaci D(—1,...,—1,1,,...,1) (na
przekatnej najpierw k minus jedynek, potem n — k jedynek). Wtedy f jest symetria prostopadta
wzgledem podprzestrzeni lin(ugyq, ..., Uy).

Przyktad. Przeksztalcenie przestrzeni R? okreslone wzorem f(z,v,2) = (—x,y, 2) jest symetrig pro-
stopadtyg wzgledem ptaszczyzny = = 0.

Definicja. Endomorfizm f : R™ — R"™ nazywa si¢ rzutem prostopadlym <= w pewnej bazie
ortonormalnej B : uy, ..., Uk, Ugt1, .-, U, ma macierz diagonalng postaci D(1,...,1,0,,...,0) (na prze-
katnej najpierw k jedynek, potem n — k zer). Wtedy f jest rzutem prostopadlym na podprzestrzen
lin(uy, ..., ug). Uwaga: jesli k < n, to rzut prostopadly nie jest izometria.

Przyklad. Przeksztalcenie przestrzeni R? okreglone wzorem f(z,y,z) = (x,y,0) jest rzutem prosto-
padtym na ptaszczyzne z = 0.
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Na zakonczenie podamy jeszcze jednag wlasno$é macierzy zwiazang z iloczynem skalarnym. Przypo-
mnijmy, ze dla dowolnej macierzy symetrycznej A istnieje baza R™ zlozona z wektorow wtasnych
macierzy A.

Twierdzenie. Jesli macierz A jest symetryczna, to jej wektory wtasne odpowiadajace réznym warto-
Sciom wtasnym sa prostopadte.

Dowdd. Rozpatrzmy wektory wlasne v, w macierzy A, Av = \v, Aw = pw, A # p. Traktujemy te
wektory jak kolumny. Zachodza réwnosci pu(v, w) = (v, pw) = v’ pw = v Aw = v ATw = (Av)Tw =
) w = (A, w) = Mo, w). Zatem (u — \)(v,w) = 0. Poniewaz pu — X # 0, to (v,w) = 0.

Whiosek. Dla dowolnej macierzy symetrycznej A € M (n X n) istnieje baza ortonormalna R™ ztozona
z wektorow wlasnych macierzy A.

Dowdd. Wektory wlasne odpowiadajace jednej wartosci wtasnej A (z dodanym wektorem zerowym)
tworzg przestrzen V), wybieramy z niej baz¢ ortonormalng. Podprzestrzenie V) i V,, odpowiadajace
roznym wartoSciom wlasnym A, i sg prostopadte, zatem wszystkie tak dobrane wektory tworzg baze
ortonormalna.

Whiosek. Kazdg macierz symetryczng A mozna zapisa¢ w postaci A = CDC ™!, gdzie D jest macierza
diagonalng, a C' macierza ortogonalng, a wiec w szcezegdlnosci C—1 = O7.



