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## Integer alphabet

Letters can be sorted in $\mathcal{O}(n)$ time (e.g., integers $\{1, \ldots, n\}$ ).
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## General alphabet

Symbols can be accessed only via comparisons ( $<,=,>$ )
$\mathcal{O}\left(n^{2}\right)$ Symbol-by-symbol naive check
$\mathcal{O}(n \log n) \quad$ Reduction to integer alphabet
$\mathcal{O}\left(n \log ^{2 / 3} n\right) \quad$ Kosolobov; IPL 2016
$\mathcal{O}(n \log \log n) \quad$ Gawrychowski, K., Rytter, Waleń; CPM 2016
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## Runs (Maximal Repetitions)

## Definition

A run is a maximal periodic fragment $w[i . . j]$. For $p=\operatorname{per}(w[i . . j])$,

- $2 p \leq \mid w[i . . j]$,
- $p$ is not a period of $w[i-1 . . j]$ and $w[i . . j+1]$.

period 1: $w[1 . .2], w[6 . .7], w[10 . .11]$
period 2: $w[2 . .6], w[7 . .10]$
period 3: $w[5 . .8]$
period 5: $\quad w[1 . .10]$
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## General alphabet:

Kosolobov (2015): LZ factorization: $\Omega(n \log n)$ comparisons Kosolobov (2015): $\mathcal{O}\left(n^{2}\right)$ time, $\mathcal{O}(n)$ comparisons

Improvements via LCE queries:
Kosolobov (2016): $\mathcal{O}\left(n \log ^{2 / 3} n\right)$ time, $\mathcal{O}(n)$ comparisons
Gawrychowski et al. (2016): $\mathcal{O}(n \log \log n)$ time, $\mathcal{O}(n)$ comp.
Improvements via non-crossing LCE queries:
This work: $\mathcal{O}(n \alpha(n))$ time, $\mathcal{O}(n)$ comparisons.
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## Theorem (Our main technical result)

The LCE problem can be solved in $\mathcal{O}(n \alpha(n))$ time in the general alphabet model if args $\{i, j\}$ of the LCE queries are non-crossing.
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## Lemma (Gawrychowski et al., CPM 2016)

A sequence of $\mathrm{LCE}_{\leq \ell_{q}}\left(i_{q}, j_{q}\right)$ queries can be answered on-line in $\mathcal{O}\left(\left(n+\sum \log \ell_{q}\right) \cdot \alpha(n)\right)$ time in the general alphabet model.
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- Blocks of size $2^{k}$ at level $k$.
- Input queries passed to level 0.
- Level $k$ learns by asking level $k+1$.
- Queries asked to level $k$ :
- input queries,
- LCE $(i, j)$ for $|i-j| \leq 2^{k}$.
- Block-pairs involved at level $k$ form a non-crossing family.
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(1) $\mathcal{O}(n \alpha(n))$ amortized preprocessing time (for $\mathrm{LCE}_{\leq \ell}$ queries).
(2) Each level $k$ answers at most $24 n / 2^{k}$ queries:

- queries in level $k-1$ involve $3 n / 2^{k-1}$ block-pairs;
- each block-pairs triggers at most 4 queries to level $k$.
(3) Each query to level $k$ takes $\mathcal{O}(k \alpha(n))$ amortized time:
- a $\mathrm{LCE}_{\leq 3.2^{k}}$ query: $\mathcal{O}(k \alpha(n))$ amortized time
- answering long queries (using block-pair state): $\mathcal{O}(1)$ time excluding queries triggered on level $k+1$.
(c) Total running time:

$$
\mathcal{O}(n \alpha(n))+\sum_{k=1}^{\log n} \frac{24 n}{2^{k}} \cdot \mathcal{O}(k \alpha(n))=\mathcal{O}(n \alpha(n))
$$

## Theorem (Our main technical result)

The LCE problem can be solved in $\mathcal{O}(n \alpha(n))$ time in the general alphabet model if the $\mathrm{LCE}(i, j)$ queries are non-crossing.
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## Theorem

Runs in a word of length $n$ over a general ordered alphabet can be computed in $\mathcal{O}(n \alpha(n))$ time.

## Questions?

## Thank you for your attention!

