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This is an LTL-relabeling (thanks to the induction assumption on a smaller alphabet).
A word has the same value as its relabeling. After the relabeling, we can use the smaller semigroup $s S$.
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"some position has a different label than its $n$-fold successor."
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A CTL formula of depth $n$ cannot distinguish $t_{n+1}$ and $t_{n+2}$.

## PDL

If $\Phi_{1}, \ldots, \Phi_{n}$ are formulas of PDL, and $L \subseteq\left\{\Phi_{1}, \ldots, \Phi_{n}\right\}^{*}$ is a regular word language, then "exists a path in $L$ ", written $\mathrm{E} L$, is a formula of PDL


CTL* fragment of PDL where the word language
$L$ must be first-order definable.
Usually $L$ is written in LTL.

How to tell a right child from a left child? add a formula: "I am a left child"

Thm. (Hafer, Thomas ' 87 )
Over binary trees, CTL* (with left/right child) has the same expressive power as $\mathrm{FO}\left(<\right.$, suc $_{0}$, suc $\left._{1}\right)$.

Without left/right child, CTL* has the same expressive power as $\mathrm{FO}(<)$, but only for binary trees (and not ternary ones).
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CTL* fragment of PDL where the word language
$L$ must be first-order definable. Usually $L$ is written in LTL.

How to tell a right child from a left child? add a formula: "I am a left child"
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XPath (navigational XPath)

unary query: selects a node

boolean operations
exists (binary query)
binary query: selects a pair of nodes
descendant, child, right and their converses
composition
a unary query can be seen as a binary query that selects a subset of pairs $(x, x)$
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