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1 GAL

Algebra liniowa, czasem z gradacja↪

1.1 Jeśli V jest rzeczywista przestrzenia↪ liniowa↪ z zadanym operatorem J : V → V
takim, że J2 = −1 (czyli struktura zespolona), to na V można zadać naturalna↪
orientacje↪.

1.2 Jeśli V jest rzeczywista przestrzenia↪ liniowa↪ to jej kompleksyfikacja C⊗V
posiada naturalna↪ orientacje↪.

1.3 Algebra tensorowa jako funktor do la↪czony. Niech GA oznacza kat-
egorie↪ algebr z gradacja↪ (niekoniecznie przemiennych) nad cia lem k a F : GA →
V ect∗k be↪dzie funktorem zapominania o wartościach w kategorii przestrzeni wek-
torowych (z gradacja↪). Istnieje funktor T : V ect∗k → DA do la↪czony z prawej
strony do F tzn. taki, ze HomGA(T (V ), A) ≃ HomV ect∗

k
(V,A).

1.4 Algebra zewne↪trzna jako funktor do la↪czony. Niech CGA oznacza
kategorie↪ antyprzemiennych algebr z gradacja↪ nad cia lem k a F : CGA →
V ect∗k be↪dzie funktorem zapominania o wartościach w kategorii przestrzeni wek-
torowych (z gradacja↪). Istnieje funktor Λ : V ect∗k → CGA do la↪czony z prawej
strony do F tzn. taki, ze HomCGA(Λ(V ), A) ≃ HomV ect∗

k
(V,A).

Algebry z gradacja↪ i różniczka↪ (CDGA) i formy różniczkowe

1.5 Niech C• be↪dzie przemienna↪ algebra↪ (nad k) z gradacja↪ i różniczka↪ spe l-
niaja↪ca↪ regu le↪ Leibniza. (Mówimy wtedy, że C jest CDGA/k.) Wykazać, że ko-
homologie H∗(C•) sa↪ przemienna↪ algebra↪ z gradacja↪: mnożenie jest indukowane
mnożeniem w C•.

1.6 Niech ι : CDGA/k → CA/k be↪dzie funktorem zapominania prowadza↪cym
do algebr przemiennych ι(C•) = C0. Wykazać, że ι ma funktor do la↪czony Ω:

HomCA/k(A, ιC) = HomCDGA/k(Ω(A), C).

1.7 Pokazać, że Ω(A) jest A-algebra↪ generowana↪ przez symbole da ∈ (Ω(A))1

dla a ∈ A z relacjami generowanymi przez d(a + b) = da + db, d(ab) = (da)b +
a(db), oraz dc = 0 dla c ∈ k ⊂ A.
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S lownik

Niech K be↪dzie dowolnym cia lem charakterystyki różnej od 2. Dana jest
przestrzeń wektorowa nad K, dimV = n < ∞. Rozważamy dzia lanie Σk na
V ⊗k

σ(v1 ⊗ . . . vk) = sgn(σ)vσ(1) ⊗ . . .⊗ vσ(k) .

Pote↪ge↪ zewne↪tzna↪ Λk(V ) definiujemy jako (V ⊗k)Σk , tzn. jako antysymetryczne
tensory. Inne oznaczenia:

• V ∗ – przestrzeń sprze↪żona,

• Λk(V ∗) utożsamiamy z antysymetrycznymi formami k -liniowymi na V .

Dla rozmaitości M :

• TxM dla x ∈ M – przestrzeń styczna, TM – wia↪zka styczna,

• ΛkTM – k-ta pote↪ga zewne↪trzna wia↪zki stycznej,

• V ect(M) – pola wektorowe, czyli przekroje wia↪zki stycznej,

• V ectk(M) – przekroje wia↪zki ΛkTM .

• T ∗
xM dla x ∈ M – przestrzeń kostyczna, T ∗M – wia↪zka kostyczna,

• ΛkT ∗M – k-ta pote↪ga zewne↪trzna wia↪zki kostycznej,

• Ωk(M) – przekroje wia↪zki Λk(T ∗M), tzn formy różniczkowe stopnia k.

1.8 Wykazać, że z lożenie w lożenia i projekcji

Λk(V ) = (V ⊗k)Σk ⊂ V ⊗k −−→→ (V ⊗k)/Σk

jest izomorfizmem.

1.9 Sprawdzić, że Λk(V ∗) ≃ (ΛkV )∗.

1.10 Udowodnić, że istnieje naturalny (tzn. niezależny od wyboru bazy) izomor-
fizm

Λk(V ∗)
ϕ−−→ Λn−k(V ) ⊗ Λn(V ∗) .

Izomorfizm ϕ jest do la↪czony do mnożenia zewne↪trznego

Λk(V ∗) × Λn−k(V ∗)
∧−−→ Λn(V ∗) .

Zatem na rozmaitości g ladkiej wymiaru n (bez dodatkowych struktur) mamy
naturalne utożsamienie Ωk(M) ≃ V ectn−k(M) ⊗ Ωn(M).

1.11 Niech be↪da↪ dane
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• kompleks przestrzeni wektorowych skończonego wymiaru

0
d−−→ V 0 d−−→ V 1 d−−→ . . .

d−−→ V n−1 d−−→ V n d−−→ 0 ;

• izomorfizm ∗ : V k −−→ V n−k;

• formy dwuliniowe
∫

: V k × V n−k → R takie, że ⟨x, y⟩ =
∫

(x, ∗y) jest
iloczynem skalarnym w V k, oraz

∫
(dx, y)+(−1)k

∫
(x, dy) = 0 dla x ∈ V k,

y ∈ V n−k−1.

Zdefiniować formy harmoniczne, udowodnić rozk lad Hodge’a i udowodnić, że
w każdej klasie kohomologii jest dok ladnie jedna forma harmoniczna. Udowodnić
dualność Poicarégo.

2 Rozmaitości g ladkie i analityczne

2.1 Niech f : M → N be↪dzie w laściwym holomorficznym odwzorowaniem
rozmaitości zespolonych. Za lóżmy, że N jest spójna. Wykazać, że jeśli p i q sa↪
wartościami regularnymi f , to f−1(p) i f−1(q) sa↪ dyfeomorficzne (nie koniecznie
holomorficznie równoważne).

2.2 Niech f : M → N be↪dzie odwzorowaniem w laściwym rozmaitości g ladkich.
Jeś li f jest submersja↪, to f jest lokalnie trywialne (w kategorii g ladkiej, ale nie
analitycznej, nawet jeśli przekszta lcenie jest analityczne!).

2.3 Niech grupa dyskretna G dzia la na rozmaitości topologicznej M w sposób
w laściwie niecia↪g ly (tzn. taki, że M → M/G jest nakryciem z w lóknem G).
Wykazać, że

a) Jeśli M jest g ladka (odp. analityczna) a dzia lanie jest g ladkie (odp.
analityczne), to projekcja M/G ma strukture↪ g ladka↪ (odp. analityczna↪) a p :
M → M/G jest lokalnym dyfeomorfizmem.

b) Jeśli M jest g ladka i zorientowana, a dzia lanie G zachowuje orientacje↪, to
M/G posiada naturalna↪ orientacje↪.

2.4 Jeśli p : M̃ → M jest nakryciem nad rozmaitościa↪ g ladka↪ (odp. zorien-
towana, analityczna↪) to M jest także rozmaitościa↪ g ladka↪ (odp. zorientowana,
analityczna↪).

2.5 Niech M be↪dzie rozmaitoście↪ g ladka↪. Oznaczamy przez C∞(M) algebre↪
funkcji g ladkich. Pokazać, że algebra form różniczkowych Ω•

M jest izomorficzna
z Ω(C∞(M)).
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3 Kohomologie deRhama

Uwaga: H∗(M) oznacza grupe↪ (pierścień) kohomologii de Rhama.

3.1 Znaleźć zamknie↪ta↪ forme↪ różniczkowa↪ generuja↪ca↪ H
n−1(Rn \ {0}).

3.2 Niech α ∈ Hk(M) oraz A be↪dzie zbiorem wymiaru mniejszego niż k.
(Zak ladamy, że A jest dostatecznie regularny, np. jest podrozmaitościa↪.) Pokazać,

że istnieje forma ω reprezentuja↪ca klase↪ α taka, że supp(ω) ∩A = ∅)

3.3 Niech M be↪dzie spójna↪ rozmaitościa↪ wymiru n. Wykazać, że albo Hn(M) =
R (gdy M jest zwarta), albo Hn(M) = 0 (gdy nie jest zwarta).

3.4 Udowodnić, że H1(M) = Hom(π1(M),R).

3.5 Niech grupa skończona G dzia la na rozmaitości M w sposób wolny. Wykazać,
że H∗(M/G) = H∗(M)G.

3.6 Opisać mnożenie w H∗(M#N). Obliczyć algebre kohomologii 2-wymiarowych
precli.

3.7 Znaleźć formy harmoniczne na sferze, torusie, przestrzeni rzutowej.
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