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1 Introduction

As evidenced in numerous works, exponential inequalities form a powerful tool to
control tail probabilities for random variables satisfying various boundedness conditions.
Such a tight control is of significant importance for many areas, including statistics,
learning theory, discrete mathematics, statistical mechanics, information theory and
convex geometry. The primary goal of this paper is to establish a yet another result in this
important direction: we will be concerned with an extension of Freedman’s martingale
inequality to the more general, operator-algebraic context.

To formulate the statements and relate them to those existing in the literature, let
us say a few words about the historical background. Suppose that (2, F,P) is a fixed
probability space. A celebrated result of Bernstein asserts that if Xy, X, X5, ... are
independent, centered random variables satisfying the uniform one-sided bound X,, < M,
n =20, 1, 2, ..., then for any positive number ¢ we have

- t2/2
P Xp>t] < S— =0,1,2,.... 1.1

k=0

This statement can be successfully generalized to the martingale setting. Suppose that
the space (€2, F, P) is filtered by a nondecreasing sequence (F,,),>o of sub-o-algebras of
F. Let f = (fn)n>0 be an adapted, real-valued martingale starting from zero, with the
associated difference df = (df,)n>0 determined uniquely by the requirement

fo=>_dfi ~ foralln=0,1,2,....
k=0
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Freedman'’s inequality

Then s(f) = (s»(f))n>0, the conditional square function of f, is given by

" 1/2
sn<f>=<ZE<df,§|fk_1>> L on=0,1,2, .., (1.2)

k=0

with the convention F_; = Fy. Using an appropriate stopping-time argument, Freedman
[3] established the following extension of (1.1).

Theorem 1.1. Suppose that f = (f,)n>0 is @ martingale satisfying fy = 0, whose
difference sequence df = (df,)n>0 satisfies the uniform one-sided bound

df, < M almost surely foralln=1,2, ....

Then for any t > 0 and any o> > 0 we have

2
IP(Elnzo : fn Z t and Sn(f) S 0') S exp (-W) . (13)

We will be interested in the further generalization of the above into the operator
context. In [9], Oliveira established a version of (1.3) for matrix-valued martingales
and applied it in the study of properties of random graphs. A slight improvement of
Oliveira’s results can be found in Tropp’s paper [19]. To describe these extensions of
(1.3), suppose that the martingale f takes values in the class of self-adjoint matrices of
dimension d x d. Here the martingale structure is considered entry-wise: that is, for
eachi, j€{1,2,...,d} andanyn =0, 1, 2,..., we have E(f,ilj;t,_l‘fn) = fi almost surely,
where
fuogp gl g
PR O R

I
Then the associated difference sequence and conditional square function are defined
with the same formulas as in the scalar setting. In the statement below, for a given
self-adjoint matrix A, Ana.x(A) stands for its largest eigenvalue.

Theorem 1.2. Consider a matrix martingale f, whose values are self-adjoint matrices of
dimension d x d. Assume that fy = 0 and the associated difference sequence df satisfies

Amax(dfn) < M almost surely forn =1, 2, ....

Then for any t > 0 we have

2
IP(HnZO S Amax(frn) =t and Apax(sn(f)) < U) <d-exp (—W) . (1.4)

This is a perfect extension of Freedman’s inequality: if d = 1, then the estimates (1.3)
and (1.4) coincide. Comparing the right-hand sides, we see that the only change in the
matrix setting is the appearance of the factor d. It is easy to construct examples showing
that this dependence on dimension cannot be removed.

We would like to extend Theorem 1.2 in the following three directions.

(D1) There is a question whether the estimate (1.4) can be improved to capture the
matrix structure of martingales; from this viewpoint, Theorem 1.2 is a bit inefficient. To
explain this, consider the following two simple examples. Pick an arbitrary real-valued
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martingale f = (f,)n>0 satisfying fo =0, df, < M and s, (f) < o almost surely for each
n. Letting

fo 00 0 fo 00 ... 0
0 0 0 0 0O fn 0 ... 0

0 = 0 0 0 0 , @ = 0 0 f. ... O ,
0 0 0 0 0 0 0 ... fa

we easily see that f() = (f{"),50 and f® = (£{*),>0 are matrix martingales satisfying
)\max(dféj)) < M and Apax (s, (f9))) < o almost surely for all n and j = 1, 2. However, for
both these processes the estimate (1.4) is weak: indeed, for j = 1, 2 we have

P(ano . Amax(fy(lj)) Z t and )\max(sn(f(j))) S U)

2
=P(3>0 : fo>tands,(f) <o) <exp <_2(572+t]\/[t/3)) ,

where the last passage is due to (1.3). Thus the factor d appearing in (1.4) is not needed
for these examples. In a sense, the reason for this flaw is that the estimate refers to the
maximal eigenvalue of f only, and does not capture the behavior of the remaining ones
(which for f®) and f is quite different; in the first case, all the remaining eigenvalues
are zero; for f(?), all eigenvalues coincide). This flaw is easily removed for f(): this
martingale actually takes values in the class of matrices of dimension 1 x 1, hence we
may apply (1.4) with d = 1. Our contribution will enable to fix the problem for f(2): we
will replace the probability on the left of (1.4) by a different, bigger functional invoking
the full structure of eigenvalues.

(D2) Theorem 1.2 concerns matrix martingales; a natural idea is to generalize the
statement to the context of operators acting on separable Hilbert spaces. This is not
possible by a simple limiting argument, since the right-hand side of (1.4) depends on the
dimension.

(D3) We will also enrich the martingale structures allowed in the exponential es-
timates. Theorem 1.2 concerns the case in which the martingales are relative to the
probabilistic filtration (F,,),>0; more precisely, it studies matrices whose all entries are
scalar-valued martingales. We will extend this context to the case in which conditional
expectations refer to specific sub-o-algebras of operators.

Before we proceed, let us mention that some results in the directions (D2) and (D3)
have been obtained in a beautiful paper [6] by Junge and Zeng, and in the more recent
work [15] by Randrianantoanina. Our main result can be regarded as a significant
refinement of the estimates obtained in those papers. See Section 3 for the discussion.

The remaining part of the paper is organized as follows. The next section contains
the description of the background needed for our further investigation. The last part is
devoted to the formulation and the proof of our main result.

2 Preliminaries

Let us recall some basic facts from operator theory, which will be needed for our
further investigation. For the detailed exposition of the subject we refer the reader to
[7, 8, 17]. Throughout, M will denote a von Neumann algebra with a normal, faithful
and finite trace 7. We will restrict ourselves to the probabilistic context and assume that
7(I) = 1, where [ is the identity element of M. We may treat M as a subalgebra of the
algebra of all bounded operators on a certain Hilbert space H. Let P be the lattice of
projections on M. given a sequence (e, ),>1 C P, we define its infimum by /\n>1 e,: it
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is a projection onto the subspace (), -, e,(H). Two projections e and f are said to be
equivalent, if there exists a partial isometry v € M such that uu* = e and v*u = f. Then
ife A f =0 (i.e., the intersection e(H) N f(H) is a null space), then e is equivalent to a
subprojection of I — f and in particular 7(e) < 7(I — f).

Denote by |z| = (z*x)'/? the left modulus of + € M. In addition, for any Borel
function f on R and any self-adjoint operator a admitting the spectral decomposition
a = [7°_Mdey, the operator f(a) is defined spectrally by f(a) = [~ f(A)dex; this in
particular allows to consider spectral projections I (a) for any Borel subset B of R. For
two self-adjoint operators =, y € M, we will write x < y if the difference y — x is positive,
i.e., we have ((y—x)¢{,&) > 0forall £ € H. For 1 < p < oo, we define the noncommutative
LP-space as the closure of M with respect to the norm ||z, = (7(|z|?))}/?. For p = oo, the
space L?(M, 1) coincides with M with its usual operator norm. Then (L?(M))* = L?' (M)
for 1 < p < oo, where p’ = p/(p — 1) stands for the conjugate exponent.

We turn our attention to the description of the general setup for noncommutative
martingales. The starting point is the appropriate extension of the notion of a conditional
expectation. Suppose that A is a von Neumann subalgebra of M. Then the restriction of
7 to N is a normal and faithful trace on N, and one can isometrically identify L'(N) =
Li(N,7|n) as a subspace of L'(M). Let ¢ : LY(N) — L;(M) be the natural inclusion
and let £ = 1* : M — N be its adjoint (here we use the duality (L'(M))* = M and
(LY(N))* = N). It can be checked that £ is positive, contractive, normal and satisfies

E(axb) = a&(x)b  foralla, b€ N andall z € M.

In addition, it enjoys the trace-preserving property 7(£(x)) = 7(z) for all z € M. We will
call £ the conditional expectation of M with respect to N.

Next, suppose that (Mn)nzo is a noncommutative filtration, i.e., a nondecreasing
sequence of von Neumann subalgebras of M. Let (£,,),>0 be the associated sequence of
conditional expectations. A sequence f = (f,,)n>0 in L' (M) is called a (noncommutative)
martingale with respect to the filtration (M,,),>o, if for any n > 0 we have

gn(fn—&-l) = fn-

Throughout the text, we will assume that f is self-adjoint, i.e., for any n the operator
fn satisfies f = f,. The difference sequence of f is defined by df = (dfy,)n>0, Where
dfy = fo and df, = fn, — fn—1 for n > 1. Finally, we define the associated conditional
square function by

n 1/2
sn(f) = (ng_l(df,f)> ., n=01,2 ...,
k=0

with the convention £_; = &.
We conclude this short section with the discussion on the operator-valued version

of Golden-Thompson inequality. In [16], Sutter et al. proved that if Hy, Hs, ..., H, is a
sequence of Hermitian matrices of the same dimension, then we have
exp (Z Hk> < sup || T exp ((1 n iu)Hk) , 2.1)
k=1 r YER =1 e
where | - ||z» is the Schatten L? norm: ||A|z» = (Tr(|A[?))"/P. This estimate extends

to random Hermitian matrices, either by adapting the proof, or by combining Fubini’s
theorem and Jensen’s inequality with the following stronger result from [16]:

X ; H <ex In dﬁ(u)},
(), = .
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where 3 is the probability measure 3(u) = 5 (cosh(mu) + 1)~!. For the general version of
(2.1) for arbitrary self-adjoint operators Hy, Hs, ..., H,, with the Schatten norm replaced
by the L? norm | - ||1»(), see [5, Theorem 1.2].

3 Noncommutative Freedman inequality

3.1 The main result and related statements in the literature

We are ready to formulate the noncommutative version of Freedman’s inequality.
Recall that we work in the probabilistic setup: we have 7(I) = 1.

Theorem 3.1. Suppose that f = (f,)n>0 is @ noncommutative self-adjoint martingale
with fo = 0, whose differences satisfy df,, < M1 forallmn =0, 1, 2, .... Then for anyt > 0
and o2 > 0 there is a projection e such that

(i) if a nonzero vector ¢ lies in e(H), then foranyn =10, 1,2, ...,

(£n&, &) <tlE]* or  (s3(£)E€) > a”l¢]” (3.1)
(ii) we have
t2

Let us discuss the relation of this statement to other results mentioned in the intro-
ductory section. First, we immediately see that Theorem 3.1 is a perfect extension of the
classical Freedman'’s inequality, with the same constant. Indeed, when restricted to the
commutative setting, the above result asserts the existence of an event E satisfying

P(Q\ E) <exp (-M)

on which we have f,, < t or s2(f) > o2 for any n. This yields (1.3), since the event
{3n>0 : fn > tand s,(f) < o} must be contained in the complement of E. Next,
Theorem 3.1 is an extension of Tropp’s result. Indeed, consider the von Neumann algebra
M = Myyq ® L (Q, F,P) equipped with the normalized tensor trace 7 = Tr ®E/d and
the filtration M,, = Myxq ® L>®(Q, F,,,P), n =0, 1, 2, .... When specified to this context,
Theorem 3.1 implies, for any ¢ > 0 and ¢2 > 0, the existence of a random matrix FE,
taking values in projections, satisfying

Furthermore, for almost any w, any nonzero vector ¢ lying in the range of E(w) and any n
we have (f,(w)&, &) < t|€]? or (s2(f)(w)&, &) > 0?|€]2. On the other hand, suppose that for
a given w € €, if there is an integer n such that Ayax(frn(w)) > ¢ and Apax(sn(f)(w)) < o.
This implies the existence of a nonzero vector ¢ = £(w) for which (f,(w)¢, €) > t[¢]? and
(2 (f)(w)€, &) < o?|€|%. Thus such a vector cannot lie in the range of F(w), and hence in

particular the dimension of I — F(w) is at least one. Consequently, we obtain
P (30 : Amax(fn) =t and Apax(sn(f)) < 0) < P(dim(I — E) > 1) < E(Tr(I — E))

and it remains to apply (3.3) to get (1.4). Actually, the fact that our approach allows to
control E( Tr(I — E)), not only P(dim(/ — E) > 1), is closely related to the direction (D1)
discussed in the introductory section. Indeed, recall the martingale f(?) discussed there:
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put
fo 0 0 ... 0
0O f. 0 ... 0
A= 0 0 f. ... 0 |,
0O 0 0 ... fu

where (f,)n>0 is a real-valued martingale satisfying fo = 0, df,, < M and s,(f) < o
almost surely for each n. Now, for given ¢ and o2, if F is the projection guaranteed by
Theorem 3.1, then we have Tr(/ — F) = 0 or Tr(I — E) = d almost surely, directly from
the form of the martingale f(?). Consequently, we have 1{4im(r—p)>1} = Tr(I — E)/d and
hence (3.2) yields

P(ano : )\max(fn) 2 t and )\max(sn(f)) S J)

1 t?
<P(dim(I-FE)>1)==-E(Tr(I - F)) < —_— ).
<Pl ~ £) > 1) = JE(THT - E) < oxp (5o )

Thus our approach fixes the problem indicated in (D1). Next, let us relate Theorem 3.1
to the following result of Junge and Zeng [6].

Theorem 3.2. Suppose that (f,),>0 is @ noncommutative self-adjoint martingale with

fo = 0, whose differences satisfy |df,| < MI for alln =0, 1, 2, .... If the conditional

square function satisfies s2(f) < oI foralln =0, 1, 2, ..., then for any n and any t > 0,
£2

1 ) < —_—— . 3.4

T(Ift,00) (fn)) _eXP< 802+4tM> (3.4)

This statement is weaker than our main result. It concerns martingales whose
differences satisfy the two-sided boundedness condition and assumes that the conditional
square function is bounded. Furthermore, it does not capture any interplay between the
martingale and its square function on the left-hand side. We should also point out that
(3.4) follows from Theorem 3.1, actually with a better constant exp (—t?/(202 + 2Mt/3)).
Indeed, let us apply our result: then for any martingale satisfying the assumptions of
Theorem 3.2 there is a projection e enjoying conditions (i) and (ii). Since s2(f) < o?I for
all n, we see that for any ¢ € e(H) the first inequality in (3.1) must hold. This implies
Iit 00y (f)(€) = 0, 50 e A I;; o) (f) = 0 and hence Ij; «(f) is equivalent to a subprojection
of I — e (see the beginning of Section 2). This gives 7(Ij;)(f)) < 7(I — ¢) and the
application of (ii) gives the claim.

There is a closely related result of Randrianantoanina, obtained recently in [15].

Theorem 3.3. Suppose that (f,),>0 is @ noncommutative self-adjoint martingale with
fo = 0, whose differences satisfy |df,| < MI for alln =0, 1, 2, .... If the conditional

square function satisfies s2(f) < oI foralln =0, 1, 2, ..., then for any n and any t > 0,
t tM
T({t,00) (fn)) < exp <_2]\/[ arcsinh (M)) : (3.5)

The result improves on (3.4) (it yields better constants), but it has similar drawbacks:
the martingale differences are still assumed to satisfy the two-sided boundedness condi-
tion, the conditional square function is bounded, and the left-hand side of (3.5) does not
involve any interactions between f and s%(f).

Finally, let us mention another recent work [18] by Talebi et al. The authors study
the extension of Freedman’s inequality in which the left-hand side is of the weaker form

7 (Tjt.00) (fn) A 0,021 (57, (f))

sup on—1 ’

n>1

ECP 0 (2020), paper 0. https://www.imstat.org/ecp
Page 6/11


https://doi.org/10.1214/YY-TN
https://imstat.org/journals-and-publications/electronic-communications-in-probability/

Freedman'’s inequality

and work under an additional boundedness assumption expressed in terms of f and

s*(f)-

3.2 Idea of proof: a glimpse at the classical case

To explain the idea behind the proof of Theorem 3.1, it is convenient to inspect the
argument leading to Freedman’s inequality in the commutative setting. So, pick a classi-
cal martingale f = (f,)n>0 started at zero and satisfying the appropriate boundedness
requirement. Fix a positive integer NV and two auxiliary parameters «, 5 > 0 which will
be specified in a moment. We obviously have

P(aogmv . £, >tand s2(f) < 02) < P(aogmv caf, — Bs2(f) > at — 502).

Now, forany n =0, 1, 2, ..., N, denote z,, = af, — 3s2(f) and introduce the stopping
time 7 = inf{n : z,, > at — Bo?}, with the convention inf ) = N. Then we have

]P(ﬂogn<N Caf, — BsE(f) > at — ﬂJQ) = IP(HOS,KN S e A ﬂJQ)

< P(z, > at - fo) < eI Berr,

where the last passage is due to Chebyshev’s inequality. Now, one can show (see
Proposition 3.5 below for the more general fact in the noncommutative setting) that if
we set (3 to be equal to (e*™ — 1 — aM)/(a?M?), then (e®")o<,<n is a supermartingale
and hence Ee*r < Ee” < 1. Plugging this above and optimizing over « one gets

t2/2
P(3 D> 2(f)<o?) < - .
( 0<n<N fn >t and Sn(f) >0 )_exp( 0.2+Mt/3>

It remains to let N — oo to get Freedman'’s inequality.

The above proof cannot be directly carried over to the noncommutative setting, since
the notion of stopping time does not make any sense in the operator setting. However,
what actually matters, is not the stopping time 7 itself, but rather the stopped process
x, and the key estimate for IEe”~. In our considerations below, we will construct an
appropriate noncommutative version of this stopped process; as a by-product, this will
also lead us to the desired projection e appearing in the assertion of Theorem 3.1. The
construction rests on the following simple, yet crucial observation: the (commutative)
stopped process z- is given by

N N

2r =Y (0 —xp-1)lgrzry = > (adfs — BE_1(df})) 1 r=1)-

k=1 k=1

3.3 Noncommutative case

We fix a martingale (f,),>0 as in the statement of Theorem 3.1 and, as above, set
T, = af, — Bs2(f), where a > 0 and 3 = (e*™ — 1 — aM)/(a®>M?). The key point is
that while 7 does not seem to be transferable to this setting, the indicator functions
1{r>%) can be extended with the use of approach originating in the work of Cuculescu
[2]. The argument, generally speaking, rests on the construction of a certain class
of projections, and its various modifications have been successfully exploited in many
contexts of noncommutative probability and harmonic analysis (cf. [4, 10, 11, 12, 13, 14],
for example). In our case, we introduce the sequence (Rn)ﬁ:0 of projections and the
sequence (X,,)_, of self-adjoint operators by the following recursive procedure. We set
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Ry=1, Xg =0and

X =3 Ria (adf — B8 (A1) R,
k=1
R, = Rn—ll(—oc,at—ﬁa"’)(Rn—anRn—l)

forn=1,2,..., N. It is easy to check that in the commutative case, the operator X,
is precisely the stopped variable z,,,, while R, becomes the indicator function 1,,;.
Thus, in particular, the operator X is an extension of the stopped variable x,; it has all
the necessary properties, as we will check later. The desired projection e will be equal to
the intersection A y., Rn.

Let us record some useful properties of the projections (Rn)fyzo. The proof is immedi-
ate, we omit the straightforward details.

Lemma 3.4. The sequence (R,)!_, enjoys the following.
(i) It is nonincreasing: we have R, < R,_1 foranyn=1,2,..., N.
(ii) Foranyn =1, 2, ..., N, the projection R,, commutes with R,, 1 X, R, _1.
(iii) Foranyn =1, 2, ..., N we have

(Rp—1— Rp)Xn(Rp—1— Ry) > (at — ﬂaQ)(Rn,l —R,).
Furthermore, if £ is a nonzero element of R,,(H), then
<RanRn§7€> < (O‘t - 502)|§|2'

(iv) We have R,, € M,, foranyn=20,1,2,..., N.
We will also need the following supermartingale property.

Lemma 3.5. Foranyn =1, 2, ..., N we have 7(e*n) < 7(eXn-1).
Proof. We start with the observation that for any k£ we have

Epn (et dliet) — Ry ) + Ry 1E 1 (GQRR"ldf‘"’RR"l —1- aRk—ldfkRk—l)Rk—l

e*M _ 1 _aM
Tkalgkfl(kaldfkkaldfkkal)kal

< I+ BRy—1E—1(df7) Ry—1.

<I+

Here in the first passage we have used the martingale property &—_1(dfx) = 0, while the
first inequality is due to the assumption df;, < M I and the pointwise estimate

M —1—aM
ex_1_$§2—]\42$2 fOrZ‘SOéM.
«

Since 1 + z < e” for all z € R, we obtain
Ep—1 (e Fr—19ikRi—1) < exp (BRj—1Ep—1(df) Ri—1)
and hence for any real number u, we have
exp <—(1 —du) - nglgkl(df,z)Rk1>

(3.6)
gk_l(eaRk—ldfkRk—l) exp ((]_ + iu) . §Rk_15k_1(df13)Rk—1> <I
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Now, we apply (2.1), with p =2, Hy = § Ry _1dfR—1, Ho = —%Rk_lé'k_l(df,f)Rk_l and
Hs = %Xk_l. The operators Hy, Hs, Hs are self-adjoint, so we get

2
p(1H+iu) Hy ,(14iu) Hz ,(1+iu) Hs

T(exk) _ 7(62(H1+H2+H3)) _ H€H1+H2+H3H§ )
2

=
ueR
But the latter expression is equal to

(e(l—z’u)H3e(l—iu)ng(l—iu)Hl€(1+iu)H1e(1+iu)ng(1+iu)H3)

sup T
ueR
— sup T<e(17iu)H36(17iu)H2 e2H16(1+iu)H26(1+iu)H3).
ueR

Note that H, and Hj3 are measurable with respect to Mj_;. Consequently, inserting the
conditional expectation with respect to £,_1, we see that the above quantity equals

sup T<e(1—iu)H36(1—iu)H25k_1 (62H1)e(1+iu)ng(1+iu)H3)_
ueR

But by (3.6), we have el ~"WH2g, | (e2H1)e(I+iu)H2 < [ This gives

T(e®F) < SupT(e(l_i“)H?’e(l““)HS) = 7(e*2) = 7(eXr-1)
ueR

and completes the proof. O
We are ready for the proof of our main result.

Proof of Theorem 3.1. Suppose that a nonzero vector £ belongs to Ry (H). Then by the
monotonicity of (R,,)N_,, we have ¢ € R,,(H) foranyn =0, 1, 2, ..., N and hence

n=0’

(206, &) = (@nRn&, Ru) = (Rpen Rk, §)

(recall that z,, = af,, — Bs2(f)). However, by the very definition of X,, and the mono-
tonicity of Ry’s, we have R,x, R, = R, X, R,, so by Lemma 3.4 (iii),

(228, €) = (Ry Xn Ry, €) < (at — Bo?) €% (3.7)

Next, observe that by the monotonicity again, the difference R,,_; — R, is again a
projection. We will show that for any vectors £ € (R,,—1—R,)(H)andn € (Rpm—1—Rm)(H),
for some m # n, we have (Xn¢&,n) = 0 (at the operator level, this is equivalent to saying
that Xy commutes with R,,_1 — R,,). Since Xy is self-adjoint, we may assume that
n<m. Then R,,_1 — Ry, < R,,—1 < R,—1 and we may write

(Xn&m) = (Xn(Rn—1— Rn)&, (Rm—1— Rn)n) = (Rn—1 XN (Rn—1 — Rp)&, (Rim—1 — Rp)m).
Now we have R,, 1 Xn(Rp—1 — Rn) = Ry 1 Xn(Ruo1 — Ry) = Ruo1 X Ry—1(Ru-1 — Ry),

since the projection R,,_; — R,, annihilates the appropriate summands in the definition
of Xn: precisely, for any £ > n we have

Ry (adf = BE-1(dfD)) Rir (Bus = Ry) = 0.

By Lemma 3.4 (ii), R, commutes with R, X, R,_; and therefore R,,_1 — R,, also has
this property. This gives R,,—1 X, (Rn,—1 — R,) = (R,—1 — R,,) X, R,—1 and hence

<XN§777> = <(Rn71 - Rn)Xan,lf, (Rmfl - Rm)§> =0,
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as desired. Here we have used the fact that the ranges of R,,_; — R, and R,,_1 — R,
are orthogonal (which again is due to the monotonicity of R} s). Consequently, if £ €
(I-Ry)(H)and £ = & +&+. ..+ is the unique decomposition with &, € (R,,—1—Ry)(H)
for all n, then

2

N
XNé- 5 = Z XNgnvé-n Z n—1 — n)Xn(Rnfl - Rn)£7£> Z (at - ﬁ0'2)|£‘2,

where the last passage is due to Lemma 3.4 (iii). The above estimate implies that
I — Ry is equivalent to a subprojection of I,;_ Bgz,oo)(X ~): indeed, the intersection
(I = RN)(H) N I(—oo,at—po2)(Xn)(H) is the trivial, null subspace of H. Consequently,
Czebyshev’s inequality yields

7(I = Ry) < 7(Int—po? 0e) (Xn)) < e (Xo) < gmat48o” (3.8)

where in the last line we have exploited Lemma 3.5.

Now we perform the limiting procedure as N — oo, by considering the projection
e = An-; Bn.By (3.7), forany n =0, 1, 2, ... and any nonzero vector ¢ € e(H) we have
(x,€,€) < (at — Bo?)|€)?. But z,, = af,, — Bs2(f), so the latter estimate implies that (3.1)
holds. As for (3.2), we write

r(I—e)= lim 7(I — Ry) < e @*+8"
N—o0
Optimizing over «, we get the claim. O
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