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Introduction

Numerical analysis deals with solving numerically problems
of continuous mathematics

• Creation and analysis of algorithms
• Software implementations
• Computational complexity
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Problems of continuous mathematics

1 Linear equations

A~x =~b, A ∈ Rm,n, ~b ∈ Rm

2 Integration ∫
D

f (~x)d~x, f ∈ F

3 Approximation
f ∈ F ↪→ G

4 .....
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What is going on?

Consider n× n system
A~x =~b

A =



1 1
−1 1 1
−1 −1 1 1
−1 −1 −1 1 1

...
...

...
...

. . .
...

−1 −1 · · · −1 −1 1


, ~b = A



1
1
1
1
...
1


MATLAB returns a solution with relative l∞ error{

0 for 1 ≤ n ≤ 54
1 for n = 55

even though A is very well conditioned
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A general framework
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IBC = Information-Based Complexity

The problem: S : F→ G
Information: I : F→ Y

Algorithm: ϕ : Y→ Z Y,Z ⊂ ∪∞
n=0Rn

Interpretation: Z : Y→ G

If S a functional then G = Z = R

F S−→ R

I
y ↗ϕ

Y
or

F S−→ G
I
y xT
Y

ϕ−→ Z
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Information

I f = (y1, y2, . . . , yn) ∈ Y

Nonadaptive information (Y = Rn):

yi = Lif , Li ∈ Λ

Adaptive information (Y is a prefix-free set):

yi = Li(f ; y1, . . . , yi−1), Li( · ; y1, . . . , yi−1) ∈ Λ

Here Λ is a class of permissible functionals

ON COMPLEXITY OF NUMERICAL PROBLEMS OF CONTINUOUS MATHEMATICS 7/27



Information ε-complexity

In what follows Φ = T ◦ ϕ

comp(ε) = inf
{

cost(I) : Φ s.t. error(Φ, I) ≤ ε
}

Cost and error are defined depending on the setting:
• worst case setting
• average case setting
• asymptotic setting
• randomized settings
• various mixed settings
• .....
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Worst case setting

Let F ⊂ F be a class problem instances

error(Φ, I) = sup
{
‖Sf −Φ(I f )‖G : f ∈ F

}
cost(I) = sup

{
n = |I f |, f ∈ F

}
Some general issues (for linear problems):

• linear vs. nonlinear algorithms
• adaptive vs. nonadaptive information
• worst case vs. asymptotic approach
• .....
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Linear vs. nonlinear algorithms

Radius of information:

rad(I) = inf
{

error(Φ, I) : Φ - arbitrary
}

Theorem (Smolyak 1963)

Let
• the problem S : F→ R be a linear functional
• information I = (L1, . . . , Ln) be nonadaptive
• the class F ⊂ F be convex and balanced

Then there is a linear algorithm ϕ that is optimal, i.e.,

error(ϕ, I) = rad(I).
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Adaptive vs. nonadaptive information

Theorem (Bakhvalov 1971, Taub & Woźniakowski 1980)

Let
• the problem S : F→ R be a linear operator
• the class F ⊂ F be convex and balanced

Then for any adaptive information Iada there is nonadaptive
information Inon such that

cost(Inon) ≤ cost(Iada)

rad(Inon) ≤ 2 ∗ rad(Iada)

If S is a functional then rad(Inon) ≤ rad(Iada).

ON COMPLEXITY OF NUMERICAL PROBLEMS OF CONTINUOUS MATHEMATICS 11/27



Worst case vs. asymptotic setting

In the asymptotic approach we are interested in the behavior of

‖Sf −Φn(Inf )‖G as n→ +∞

for each individual f ∈ F, where In uses n evaluations

Theorem (Trojan 1980)

Let
• F be a Banach space
• the problem S : F→ G be a linear operator

Then for any positive sequence {δn}n≥1 converging to zero the set{
f ∈ F : lim sup

n→+∞

‖Sf −Φn(Inf )‖G

δn ∗ rad(In)
< +∞

}
does not contain any nontrivial ball.
(Here the radius is with respect to the unit ball of F)
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Numerical integration
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Formulation

Let F be a Banach space of functions f ∈ Cr([a, b]) with norm

‖f‖ = ‖f‖∞ + ‖f (r)‖∞

and the class F = {f ∈ F : ‖f‖F ≤ 1}

The problem:

S(f ) =
∫ b

a
f (x)dx, f ∈ F

Information:

L ∈ Λ iff Lf = f (x) for some x ∈ [a, b]
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Complexity

Theorem
For the integration problem, the worst case complexity is

comp(ε) � ε−r

and is achieved by nonadaptive quadratures

Qn(f ) =
n

∑
i=1

aif (xi)

that are composed of simple quadratures of degree of exactness r.
In particular, adaption does not help.

Moreover, in the asymptotic approach the worst case
convergence rate n−r cannot be beaten
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Adaption does not help?
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Adaption does not help?
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Lp approximation of Hölder classes
from noisy data
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Formulation

Let K = [0, 1]d, r ≥ 0, 0 < $ ≤ 1
Hd

r,$ be the space of functions f ∈ Cr(K) s.t. all the derivatives

D(α)f =
∂|α|f

∂xα1
1 · · · ∂xαd

d
with α = (α1, . . . , αd), |α| = r

are Hölder continuous with exponent $. The problem is to
approximate f ∈ Hd

r,$ in the Lp-norm with

1 ≤ p < +∞,

based on noisy observations of f .
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Noisy information

Nonadaptive information y = (y1, y2, . . . , yn) ∈ Y where

yj = f (xj) + ej, ej∼N (0, σ2
j ), 1 ≤ j ≤ n

Adaptive information

yj = f
(
xj(y1, . . . , yj−1)

)
+ ej, ej ∼ N

(
0, σ2

j (y1, . . . , yj−1)
)

The points xj and precisions σj are subject to our choice.

Let πf be the probability measure corresponding to the
distribution of information y about f ,

Π = {πf }f∈F
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Error

For f ∈ Hd
r,$ define the seminorm

[f ]r,$ = max
|α|=r

sup
t1,t2∈K

|D(α)f (t1)−D(α)f (t2)|
‖t1 − t2‖ρ

∞
< +∞

and the class

H = Hd
r,ρ =

{
f ∈ Hd

r,ρ : [f ]r,ρ ≤ 1
}

The (worst case) Lp-error of Φ using information Π is

error(Φ, Π) = sup
f∈H

(∫
Y
‖f −Φ(y)‖p

Lp πf (dy)
)1/p

where ‖f −Φ(y)‖Lp =
( ∫

K |(f −Φ(y))(x)|p dx
)1/p.
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Cost

The cost of a single observation with variance σ2 equals c(σ),

c : [0,+∞)→ (0,+∞]

is a non-trivial and non-increasing cost function. Then

cost(Π) = sup
f∈H

∫
Y

n(y)

∑
i=1

c
(
σi(y1, . . . , yi−1)

)
πf (dy)

If

c(σ) =
{

+∞, 0 ≤ σ < σ0,
1, σ0 ≤ σ,

then we observe with fixed variance σ2
0 ≥ 0 at cost 1.
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Theorem

For exact information comp(ε) �
( 1

ε

) d
r+$ .

Otherwise, letting ĉ(x) = c(x−1/2), we have

(i) If ĉ is concave then comp(ε) � c(ε)
( 1

ε

) d
r+$

(ii) If ĉ is convex and ĉ(0) > 0 or ĉ ′(0) > 0 then

comp(ε) �
( 1

ε

) d
r+$+2

(iii) If ĉ is convex and ĉ(0) = ĉ ′(0) = 0 then comp(ε) = 0

For instance, for c(σ) = 1 + σ−2t, t ≥ 0, we have

comp(ε) �
(

1
ε

) d
r+$+2 min(t,1)
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Remarks

1 Importance of the one-dimensional problem: approximate
f ∈ [−τ, τ] from its noisy observations with Gaussian noise

2 Adaption may help by a constant only
3 Nonlinear algorithms are better than linear once by a

constant only
4 To achieve complexity bounds it is enough to use:

• observations on regular grid with variance σ2 = ε2 and
piecewise polynomial interpolation on exact data (in case of
concave ĉ), or

• observations on regular grid with variance σ2
0 independent

of ε and piecewise polynomial interpolation on smoothed
data (in case of convex ĉ).
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Smoothing (d = 1, r = 1)
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classes from information with varying Gaussian noise,
J. Complexity 60 (2020) 101497

• Plaskota L., Samoraj P., Automatic approximation using
asyptotically optimal adaptive interpolation, Numerical
Algorithms (2021)

ON COMPLEXITY OF NUMERICAL PROBLEMS OF CONTINUOUS MATHEMATICS 26/27



Thank you
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