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Abstract

We develop the theory of access structures and include elliptic curve based crypto-
systems applications. Shown are results concerning methods of encrypting monotonic
access structures basing on logical formulae and our proposed, extended method with
an abstract function, basing on set-theoretic approach. Introduced is an idea of hie-
rarchy in any general access structure and shown are results related to security with
respect to the hierarchy. Given are multivariate extensions of secret sharing schemes.
Included are considerations on threshold sharing with a multivariate polynomial and a
setting for generalized secret sharing. They are based on generalized Chinese Remain-
der Theorem in multivariate polynomial ring and use methods of the theory of Gröbner
bases. Given are elliptic curve based applications in a form of general access structure
based signature schemes. The considerations extend to the general access structure ba-
sed decryption schemes. General access structure in these applications could be given
by, apart of method related to a generalized Asmuth-Bloom sequence, by a method
based on logical formulae, a method based on extended Blakley’s scheme and our me-
thod based on plain set-theoretic approach with an introduced abstract function. The
bilinear pairings which are appropriate for the designs of our schemes are for instance
modified Weil pairing or modified Tate-Lichtenbaum pairing.
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Streszczenie

Rozwijamy teorię struktur dostępu uwzględniając kryptograficzne zastosowania oparte
na teorii krzywych eliptycznych. Uzyskano wyniki związane z metodami szyfrowania
monotonicznych struktur dostępu, opartymi na formułach logicznych oraz zapropono-
waną przez nas, uogólnioną metodą opartą na podejściu teorio-mnogościowym korzy-
stającą z abstrakcyjnej funkcji. Wprowadzone jest pojęcie hierarchii w dowolnej ogólnej
strukturze dostępu i uzyskano wyniki związane z bezpieczeństwem dotyczącym hierar-
chii w naszym ujęciu. Podane zostały rozszerzenia schematów dzielenia sekretu na wiele
zmiennych. Możemy zaliczyć tutaj rozważania dotyczące rozdzielania progowego wy-
korzystującego wielomian wielu zmiennych oraz w podobnym duchu, rozdzielania w
ogólnej strukturze dostępu. Oparte są one na uogólnionym Chińskim Twierdzeniu o
Resztach w pierścieniu wielomianów wielu zmiennych i używają metod z teorii baz
Gröbnera. Podane zostały zastosowania wykorzystujące krzywe eliptyczne w posta-
ci schematów podpisu w ogólnej strukturze dostępu. Rozważania te przenoszą się na
schematy deszyfrowania w ogólnej strukturze dostępu. Ogólna struktura dostępu w
zastosowaniach tych może być zadana, obok metody związanej z uogólnionym cią-
giem Asmutha-Blooma także przez metodę opartą na formułach logicznych, metodę
opartą na rozszerzonym schemacie Blakley’a oraz naszą metodę opartą na czystym
teorio-mnogościowym podejściu z wprowadzoną funkcją abstrakcyjną. Iloczynem dwu-
liniowym, użytecznym w konstrukcjach naszych schematów jest zmodyfikowany iloczyn
Weila lub zmodyfikowany iloczyn Tate’a-Lichtenbauma.

Słowa kluczowe

struktura dostępu, podział sekretu, formuły logiczne, rodzina zbiorów bazowych, rodzi-
na zbiorów anty-bazowych, metoda teorio-mnogościowa, hierarchia, uogólnione CRT,
bazy Gröbnera, krzywe eliptyczne, kryptografia oparta na iloczynie dwuliniowym, kryp-
tosystem grupowy, grupowy schemat podpisu
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Introduction

Access structure is a tuple (Σ,Γ,Λ), where Σ is a secret sharing scheme (further called
simply sharing scheme), Γ a monotonic structure and Λ an anti-monotonic structure,
where a monotonic structure forms a family of privileged (qualified) sets, and anti-
monotonic structure forms a family of unqualified sets. Having only family of basis
sets of certain monotonic structure Γ, that is minimal sets generating Γ, or just the
family of anti-basis sets, that is maximal sets generating certain anti-monotonic family
Λ, there exist a unique access structure modulo perfect sharing schemes Σ. Showing
this result allows us to describe an access structures in terms only of basis sets or anti-
basis sets having in mind certain fixed perfect sharing scheme (it is shown that in both
cases there exist appropriate perfect sharing schemes). This is the basic preliminary
fact related to the terminology we use, and basic concepts in our thesis.

One can identify a sharing scheme Σ with a method of distributing a secret (more
precisely parts of the secret) among entities in a certain set. Having an access structure
with such Σ, a monotonic structure Γ is a family of these subsets, that are able to
reconstruct the secret, and Λ are these subsets that can not.

Starting from giving the adequate definitions, using as a basis set-theoretic and
probabilistic type terminology we achieve results making use of set-theoretic, combi-
natorial and logic related reasoning, through Gröbner bases methods in constructing
multivariate polynomial based secret sharing schemes, and constructions based on the-
ory of elliptic curves over finite fields related to bilinear pairings such as modified
Weil or Tate-Lichtenbaum pairings. Making use of a group where Computational Dif-
fie Hellman Problem is hard while Decision Diffie Hellman Problem is easy, due to
the existence of bilinear pairing, we propose a general access structure based signatu-
re scheme. A similar construction can lead to a general access structure based group
decryption scheme.
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In chapter with preliminaries for the thesis, basic approaches to constructing perfect
sharing schemes for general (monotonic) access structures are given. Later, in the follo-
wing chapter, given is a generalization into abstract situation with a function satisfying
certain set-theoretic conditions. There are presented two examples of such functions.
The abstract function has in its domain a family of sets, the set of values is also a
family of sets, and satisfies such conditions that giving any of its realizations results in
different methods of encrypting monotonic access structure. This generalized method,
besides others that are presented during the thesis, finds its application in the final
chapter, in the construction of general access structure based signature scheme.

In the thesis appropriately to the set-theoretic and probabilistic terminology, de-
scribed are classical ideal sharing schemes as Shamir’s and Blakley’s schemes. In this
terminology also presented is a sharing scheme we refer to as extended Blakley’s sche-
me and which originates from [10]. The description of these schemes is unified, making
a use of notion of polynomials in the basis of each. This later extends in the third
chapter to an attempt to constructing schemes that are somehow more general than
sharing schemes presented in the literature so far and have in its base a multivariate
polynomial. This new in the literature approach makes use of elements of the theory
of Gröbner bases. Introduced technique is based on the algorithm for finding the mi-
nimal Chinese Remainder Theorem solution (with respect to certain quasi-order) in
multivariate polynomial ring. The algorithm comes from [4]. We also use the fact that
it allows to find the form of all CRT-solutions.

In presented related sharing schemes, shares of the participants could be multiva-
riate polynomials. With every participant it is associated his public ideal of a multiva-
riate polynomial ring. Presented is a theoretical framework for realization of threshold
sharing schemes based on multivariate polynomial. In the thesis given are also some
examples of such realization. The approach allows to give a proposition of realization
of (t, t) threshold secret sharing scheme basing on multivariate polynomial whose de-
gree is a priori not known to the participants. That perspective on sharing schemes
is also relevant for the construction of generalized secret sharing scheme to share a
multivariate polynomial or a value in its chosen argument. In contrary to the theore-
tical abstract framework for the construction of threshold scheme, it can be realized
in certain access structures just from its exposition in the thesis. As a result we get
an interesting proposition with several advantages. One of them is that the shares,
when being non-constant polynomials, allow to send participants hidden messages by
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publicly announcing argument-points (the sender of hidden messages is an entity who
has encrypted in the form of shares the multivariate polynomial).

Part of the thesis, from second chapter, deals with the comparison of two ways of
encrypting monotonic access structure. First of them is well known. It was proposed
by Benaloh and Leichter in [7]. It is related to the possibilities of encrypting monotonic
access structure when given is a monotonic logical formula. The second way, already
mentioned, is our extended method of encrypting monotonic access structure that is
based on set-theoretic approach. There, starting from a family of basis or anti-basis
sets, with a use of special function, one gets a secret sharing scheme.

Shown are dependencies between those two methods. We prove the following the-
orems, which are called that rather because of their importance in access structures
theory, not their difficulties in proof:

Theorem 2.2.1 Let F be any monotonic logical formula defining a monotonic struc-
ture Γ. Converting F into disjunctive normal form and making reductions such that
there are no clauses contained as sets of literals in other clauses, sets made of indices
of clauses define a basis of Γ.

and the dual version:
Theorem 2.2.2 Let F be any monotonic logical formula defining a monotonic struc-
ture Γ. Writing F in a conjunctive normal form which is reduced such that there are
no clauses contained as sets of literals in other clauses, sets forming an anti-basis are
constructed by choosing a clause of the formula and extracting all indices omitting these
indexing the chosen clause.

We refer to the end of Section 1.3 to see how monotonic logical formula defines a
monotonic structure.

Idea of hierarchy in a general access structure is presented. It is not the idea of the
known in the literature hierarchical access structure. We rather present our definition
of hierarchy which is meant to be intuitive. We want to have a concept of hierarchy
in any general access structure by specifying the participants that are intuitively more
desirable for an adversary to be corrupted. We however do not concentrate on the the-
oretical aspects of that kind of definition, but rather take into consideration practical
aspects of sharing a secret which are related to hiding places that an entity takes in
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a hierarchy intuitively understood this way. By doing this our aim is to prevent an
adversary from being able to distinguish, for instance, the participant who is the hi-
ghest or very important in some general access structure, from the least important. We
present the relevant sharing scheme for hiding places of entities in the hierarchy. We
deal with some specific issues related to the security in this topic, and show for example:

Theorem 2.3.1 For a family of basis sets B of the monotonic access structure such
that no entity can reconstruct the secret by himself, it can be guaranteed that subsets Si
related to the entities, in a process of distributing the shares basing on approach with
anti-basis, are not contained in one another.

Sets Si that are here considered are related to our construction based on abstract
function f , which realizations implie secret sharing schemes. f(Si) is a set that is a
share of i-th participant.

Finally presented are bilinear pairing on elliptic curves over finite fields based con-
structions for general access structures. The bilinear pairings that can be the base of
the constructions are for instance modified Weil pairing or modified Tate-Lichtenbaum
pairing. We show how with different methods of encrypting monotonic access structu-
re to construct general access structure based signature schemes. We remark that it
is possible to transfer the ideas from signature schemes into general access structure
based decryption schemes. The methods of encrypting a structure that we consider
are: first based on CRT-Ore algorithm that makes use of a generalized Asmuth-Bloom
sequence. Signature scheme with that method was considered by Pomykała. Second
based on extended Blakley’s scheme. Third based on logical formulae, and eventually
fourth based on our abstract plain set-theoretic approach.

Even though cryptography is naturally related to applications we find pleasant the
part of theoretical mathematical ideas and theories that are being developed alongside.
Thus our presentation, being theoretical, encloses explicit and computationally efficient
constructions adequate to further applications.
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Chapter 1

Secret sharing in a distributed system

In this chapter we give preliminaries being known basic definitions and concepts used
throughout our work. We define a monotonic structure, an anti-monotonic structure,
give a definition of secret sharing scheme and the meaning of Γ-reconstruction and
Λ-privacy. We define the basic concept of access structure and give the definitions of
schemes being perfect and ideal. Having them, using as a basis probabilistic notation
based on random polynomials, written are formally the classical Shamir’s and Blakley’s
schemes. It is shown that the Blakley’s scheme is an instance of the scheme origina-
ting from [10], which is written accordingly to formalization we use, and to which we
will later refer to as extended Blakley’s scheme. We introduce basis of the structure
and anti-basis of the structure. With them we show the known elementary methods
of constructing perfect schemes for general access structures. We prove Lemma 1.3.1
stating how to uniquely determine an access structure. At last basing on [7] we pre-
sent a method of using monotonic logical formulae as a possiblity to define monotonic
access structures. Summarizing, we are showing the concepts related to the known
terminology and its logical structure.

Distributed systems in our context are part of cryptographic systems, where storing
parts of cryptographic keys in distinct localizations is performed to increase security of
secret keys themselves. It allows to minimalize the probability of intercepting the key
by an adversary and hence reduces the possibility of compromising the cryptosystem.
In general, the idea is realized by secret sharing protocols. The secret key of a crypto-
graphic system is created from shares generated in distinct localizations. Secret sharing
protocols are the basis of access structures. A family of privileged sets is constructed
and participants have an access to information or can authorize it if and only if they are
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cooperating within the privileged group. This concept originates from two independent
and known papers of Blakley and Shamir from 1979 (see [9], [47]). Ito, Seito, Nishizeki
in their work [36] from 1987 described a general method of distributing a secret such
that only previously chosen, privileged subsets can reconstruct it. Later continued in
[7] where Benaloh and Leichter propose their way of sharing a secret in a general,
monotonic access structure. Now we introduce the idea of general secret sharing.

1.1. Monotonic access structures

We begin with preliminaries, definitions and elementary concepts.

X = {1, 2, ..., n} is the set of entities, we also refer to it as to set of participants.

Definition 1.1.1. Monotonic structure (family) on X is a collection Γ 6= 2X of subsets
of X that satisfies the following conditions:

1. X ∈ Γ

2. If A ∈ Γ and A ⊆ B ⊆ X then B ∈ Γ.

There is a dual idea.

Definition 1.1.2. Anti-monotonic structure (family) Λ on X is a collection of subsets
of X such that if A ∈ Λ and B ⊆ A then B ∈ Λ.

Consider the probability space (Ω, µ), |Ω| < ∞. Let S : Ω → X be a random
variable. By abuse of notation we shall denote by S the set of values of a random variable
S. Induced probability distribution on S is denoted pS(s) = pS(S = s) = µ(S−1(s)).
Therefore we regard (S, pS) as a corresponding probability space. Let (Si, pSi),
i = 1, ..., n be a collection of corresponding probability spaces to random variables Si,
i = 1, ..., n respectively, defined on (Ω, µ). Taking S0 = S1 × ... × Sn we define joint
probability space as a pair (S0, p0), where for any (s1, ..., sn) ∈ S0 we put:

p0((s1, ..., sn)) = µ(S−11 (s1) ∩ ... ∩ S−1n (sn))

We notice that

p0(π−1i (Si = si)) = pi(Si = si) for i = 1, 2, ..., n,
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where π is the projection of S0 onto the i − th component. We say that S1, ..., Sn are
jointly distributed, p0 is their joint probability distribution and correspoinding random
variable we denote as S0 = S1...Sn.

Let S1, S2 be random variables defined on (Ω, µ) and S0 = S1S2 have joint proba-
bility distribution pS0 . Assume that prob(S2 = s2) > 0. Then conditional probability
is:

prob(S1 = s1|S2 = s2) = pS0 ((s1,s2))
pS2 (S2=s2)

If S1, ..., Sn are random variables defined on (Ω, µ), for a non-empty setA = {i1, ..., ik} ⊆
X = {1, 2, ..., n} we define SA to be a joint probability distribution of Si1Si2 ...Sik . Mo-
reover let SA denote the corresponding subsequence of (S1, ..., Sn).

Now we give some significant for us definitions.

Definition 1.1.3. A secret sharing scheme Σ for a set X = {1, ..., n} is a tuple
(S, S1, ..., Sn) satisfying the following conditions:

1. prob(S = s) = 1
|S| for all s ∈ S.

2. If prob(SX = sX) > 0 then there is a unique s ∈ S that prob(S = s|SX = sX) = 1.

The values taken by S are called secrets while the values taken by Si for i = 1, ..., n are
called shares. X = X(Σ) is called either the set of entities or the set of participants.

We move to reconstruction and privacy requirements for monotonic structures. Con-
sider a monotonic structure Γ consisting of all subsets B of X that would be able to
reconstruct the secret s - it will be called reconstruction property. On the other hand
there is an anti-monotonic structure Λ consisting of subsets A of X which are not able
to derive any information about the secret s - it will be called Λ-privacy condition.
Formally:

Definition 1.1.4. A sharing scheme Σ = (S, S1, ..., Sn) satisfies Γ-reconstruction pro-
perty if for all B ∈ Γ distribution SB determines s uniquely i.e. if prob(SB = sB) > 0

then there exists a unique s ∈ S such that prob(S = s|SB = sB) = 1.

Definition 1.1.5. A sharing scheme Σ = (S, S1, ..., Sn) satisfies Λ-privacy condition
if for all A ∈ Λ, where A 6= ∅, SA gives no information on S i.e. prob(SA = sA) > 0

implies that for all s ∈ S prob(S = s|SA = sA) = 1
|S| .
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In what follows we consider the tuple (Σ,Γ,Λ). We call this triple an access structure
if Γ = Γ(Σ) and Λ = Λ(Σ) satisfy the maximality condition. More precisely:

Definition 1.1.6. The access structure is a triple (Σ,Γ(Σ),Λ(Σ)), where Γ(Σ) is the
maximal monotonic structure Γ such that Σ satisfies Γ-reconstruction, while Λ(Σ) is
the maximal anti-monotonic structure Λ such that Σ satisfies Λ-privacy. Elements of
Γ(Σ) are called privileged or qualified sets, elements of Λ(Σ) are called unprivileged or
unqualified sets.

We define perfect schemes and ideal schemes in the following way:

Definition 1.1.7. Scheme Σ is called perfect if Γ(Σ) ∪ Λ(Σ) are all subsets of X.
If additionally S1 = S2 = ... = Sn = S then Σ is called ideal.

We see that if the scheme is perfect then a set of participants could either reconstruct a
secret or can not deduce any information about the secret. In ideal schemes, additionaly,
equal are all sets of (possible) shares for the participants and set of (possible) secrets.

For all monotonic structures Γ there exists a perfect secret sharing scheme Σ such
that Γ(Σ) = Γ. It means that for a given Γ one can describe a way of distributing
shares to the participants (i.e. describe random variables Si, i = 1, ..., n) and a way
of choosing a secret (i.e. a random variable S), such that sets of participants able to
reconstruct the secret (i.e. those sets B ⊆ X which distribution SB determines a secret
uniquely, as in definition of Γ-reconstruction) are exactly the sets from Γ. Other sets
can not deduce anything about the secret. In the following sections we will explicitly
see the construction of perfect sharing schemes for a given Γ.

On the other hand, as it is shown in [7], there are access structures for which there
is no ideal sharing scheme. Discussion on ideal secret sharing can for instance be found
in [8], [10], [11].

1.2. Formal constructions of ideal schemes related to

threshold structures

The answer to the question of how to distribute a secret among a group of participants
such that only certain subgroups, called privileged, could reconstruct it was firstly given
in 1979, independently by Blakley [9] and Shamir [47]. Threshold schemes that were in-
troduced in those papers, with the threshold t, allow to distribute a secret field element
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s to n participants, such that any t or more entities can reconstruct it, and less than t
participants can not deduce any information about the secret, meaning every potential
secret is for these groups equally probable. The Shamir’s scheme is typically realized
using a polynomial f of degree t− 1 over Fq, a finite field of q elements. The free term
(usually) represents the secret value s, and the shares of n participants are nodes of the
form (x, f(x)), or rather just f(x) while publicly available x is participant’s identity.
With t of these nodes one can reconstruct the polynomial since the corresponding sys-
tem of equations has a unique solution. Thus, in particular one can read the free term.
The (t, n) Blakley’s scheme is similar. Here, instead of f being a univariate polynomial,
it is a polynomial of degree 1 from Fq[X0, ..., Xt−1] which has the free term equal to
zero, so f =

∑t−1
i=0 aiXi. The coefficient of chosen variable (for example coefficient of

X0) represents the secret value s. The shares of the participants are (argument, value)
nodes. We could also, as share, just take the value, then the argument is an identity
of the participant. We notice, that the idea has a natural geometric interpretation,
which is used commonly while characterizing Blakley’s scheme. A participant having
the share si and his vector of identity (xi0, ..., xit−1) has an equation with the variables
(a0, ..., at−1) of the form a0xi0 + ... + ait−1xit−1 = si which simply is an equation of an
affine hyperplane in Ftq.

In both schemes identities of entities, which are arguments of the polynomials above,
has to be chosen in a proper way, so the schemes are really t-threshold sharing schemes
(for example, in Shamir’s scheme the secret, instead of free term, could be at some other
coefficient, and then the choice of identities is not trivial). Discussion on allocation of
the identities can be found in [50], [10], [47], [54], [39].

We show a formal construction of sharing schemes. We extend our work in [24]
which was using ideas of [18]. The random polynomial based terminology would lead
to the new perspective on polynomial methods, proposed in Chapter 3.

For Shamir’s scheme, let K = Fq where q is greater than the number of entities n
(in applications q is appropriately large due to the security reasons). Let x1, . . . , xn be
pairwise different nonzero elements of the field Fq. That would be public identities of
the participants.
Take S = S1 = · · · = Sn = K, Γ = {B ⊆ X : |B| ­ t} and Λ = {A ⊆ X : |A| ¬ t− 1}.
We define the probabilistic space (Ω, µ) = (Kt, µ) where µ(k) = 1

|K|t for any k ∈ Kt.
Now let f = f(X) = a0+ a1X + · · ·+ at−1X

t−1 ∈ K[X] be selected randomly, i.e. each
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ai ∈ K is selected uniformly and independently from K. The secret s is defined as the
value f(0) = a0. The shares given to the participants are the elements sj = f(xj) for
j = 1, ..., n. We define the random variable Si so that: Si takes value si ⇐⇒ f(xi) = si,
thus:

prob(Si = si) =
#{f : (xi, si) ∈ Graph f}

|K|t
=
|K|t−1

|K|t
=

1
|K|

=
1
q
.

Probability distribution of S is defined by: S takes value s ⇐⇒ f(0) = s, and similarly

prob(S = s) =
1
q
.

In a similar fashion by taking A = {i1, . . . ik}, we obtain

prob(SA = sA) = prob(Si1 = si1 , . . . , Sik = sik) =
1
qk

, if k ¬ t

if prob(SA = sA) > 0 then prob(SA = sA) =
1
qt
, for k > t.

which is easily seen looking at the linear equation system


1 xi1 · · · xt−1i1
...

... . . . ...
1 xik · · · xt−1ik



a0
...

at−1

 =


si1
...
sik

 ,

where for k ¬ t the rows of nonsingular Vandermonde matrix are independent and we
can transform the matrix to reduced row echelon form which gives that t− k variables
ai are free. We could say as well, similarly as will be in Proposition 1.2.1, that from
theorem of Kronecker-Capelli the dimension of solution space W of the corresponding
homogeneous system is t − k and the set of all solutions is α + W , where α is one of
the solutions, which of course exists. Then one can take any t−k coefficients of chosen
base vectors of W to write a solution with a given α and the basis.
Now, for |A| ¬ t− 1, taking k = |A|

prob(S = s|SA = sA) =
pSSA((s, sA))
pSA(sA)

=

=
prob(f(0) = s, f(xi1) = si1 , . . . , f(xik) = sik)

prob(f(xi1) = si1 , . . . , f(xik) = sik)
=
q−(k+1)

q−k
=

1
q
.
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On the other hand for any B such that |B| ­ t and pSB(sB) > 0, there is a unique s
such that:

prob(S = s|SB = sB) =
pSSB((s, sB))
pSB(sB)

=
q−t

q−t
= 1 .

which ends analysis of Shamir’s sharing scheme. We see it is perfect. It also satisfies
the condition required for being ideal.

Extended Blakley’s scheme. Before formally describing Blakley’s scheme, we show a
scheme that we will call extended Blakley’s scheme. It originates from [10] by Brickel,
where we give a slight generalization. We consider:

f = f(X0, X1, . . . , Xt−1) = a0X0 + a1X1 + · · ·+ at−1Xt−1 ∈ K[X0, ..., Xt−1] ,

selected randomly choosing coefficients. The identities of the participants are vectors
x1 = (x10, x11, ..., x1t−1), ..., xn = (xn0, xn1, ..., xnt−1). The secret s is defined as f(v) = s

for publicly known vector v ∈ Ftq. The shares given to the participants are sj = f(xj)
for j = 1, ..., n. Random variable Si takes value si ⇐⇒ f(xi) = si. Random variable
S takes value s ⇐⇒ f(v) = s. Without giving any restriction on vectors of identities
we have an access structure which form is implied by the proposition that originates
from proposition from [10]. We however give a proof based on our setting.

Proposition 1.2.1. A subset of participants in extended Blakley’s scheme is privileged
if and only if the corresponding set of identities spans the subspace containing v.

Proof. Let C be the set of participants and U = {xi1 , ...,xik} be the corresponding
set of identities. If v lies in the subspace spanned by U , if pSC (sC) > 0 then there is a
unique s such that

prob(S = s|SC = sC) =
prob(f(v) = s, f(xi1) = si1 , . . . , f(xik) = sik)

prob(f(xi1) = si1 , . . . , f(xik) = sik)
= 1 ,

since having v =
∑k
j=1 cijxij there is

f(v) = f(
k∑
j=1

cijxij) =
k∑
j=1

cijf(xij) =
k∑
j=1

cijsij ,

which could be taken for s. That means C is a privileged set.
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If the subspace spanned by U does not contain v then from the theorem of Kronec-
ker–Capelli, for the linear system f(xij) = sij , j = 1, ..., k, solutions of the correspon-
ding homogeneous system span the subspace that has one more vector in its basis than
the subspace spanned by solutions of homogeneous system related to linear system:
f(xij) = sij , j = 1, ..., k and f(v) = s. It is simply because the rank of the matrix
having for rows xij , j = 1, ..., k is one less than the rank of the extended matrix by a
vector v. Hence, if pSC (sc) > 0, meaning a solution of the linear system f(xij) = sij ,
j = 1, ..., k exists, which also implies that the linear system with additional f(v) = s

has a solution (since one could see that, ranks of matrices of linear system and corre-
sponding homogeneous system are equal, which from the theorem of Kronecker-Capelli
is equivalent for a solution to exist), we have:

prob(S = s|SC = sC) =
prob(f(v) = s, f(xi1) = si1 , . . . , f(xik) = sik)

prob(f(xi1) = si1 , . . . , f(xik) = sik)
=

1
q
.

Thus C is an unqualified set.

�

We note that the generalized situation, related to more general than threshold, mo-
notonic family of sets Γ, may be linked to the considerations on placing the secret and
problem of distributing the identities to the participants in paper [50] of Spież, Srebrny
and Urbanowicz, where the authors give conditions for the construction of threshold
schemes. Further in our thesis we often consider general access structures.

For the formal construction of Blakley’s scheme we use the setting from extended
Blakley’s scheme with a vector v equal for instance to (1, 0, ..., 0) ∈ Ftq, where we
guarantee the two following conditions on choosing the identities. Eventually, we can
perform an analysis of Blakley’s scheme, which is essentially the same as in the case of
Shamir’s scheme. For the scheme to be t-threshold scheme it is enough that vectors of
identities satisfy the following conditions:

1) any subset of t vectors of identities is linearly independent
2) adding vector v to any subset of t− 1 vectors of identities gives linearly
independent set of vectors

To show this, we look at the Proposition 1.2.1.
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Remark 1.2.1. In the presented schemes, if the Trusted Authority wants to make the
specified secret key s0 ∈ Fq to be reconstructed by the privileged groups, he publishes
s1 = s0−s. An unprivileged group having s1 knows that some element s has to be added
to reconstruct the key s0. Because all s ∈ Fq seems for this group equally likely, then
all elements of Fq for s0 are equally probable. Privileged groups can reconstruct s and
add it to s1, which yields s0.

What we could see in this section, having polynomials in the base of each of pre-
sented schemes, the idea of sharing a secret introduced by Blakley and Shamir comes
from an interpolation of a polynomial of one variable or more. Interpolation in Shamir’s
scheme is the Lagrange interpolation. It is similar when interpolating multivariate po-
lynomial in Blakley’s scheme. One could think of different interpolation methods that
are already known, as Hermite interpolation, Birkhoff interpolation (as it was noticed
in [52]) or using some special functions or multivariate interpolations (such as from
survey article [34], see also [53]). The difference may be simply in meaning of shares.
Some of them may be derivatives of polynomials in certain points, where the intu-
ition (used in [52]) is that lower derivative orders carry more information than higher
ones. That is why the methods with derivatives were appropriate to the known in the
literature hierarchical systems.

Looking at the Lagrange interpolation from the perspective of algebra, it can be
treated as an instance of the Chinese remainder theorem in the principal ideal doma-
in of K[X], where one searches for the polynomial belonging to the sets intersection⋂t
i=1 (ri + (X − ci)), where (X − ci), i = 1, ..., t are ideals of K[X]. It is a special case

of generalized CRT (see [4]), which gives the generalization of CRT algorithm for PID
as K[X] to CRT algorithm in multivariate polynomial ring K[X1, ..., Xl]. New in the
literature applications to sharing schemes which use that language to give their gene-
ralization to multivariate case are shown in this work in Chapter 3.
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1.3. Approaches to constructing perfect schemes for

monotonic structures

There are known two basic approaches to the construction of perfect secret sharing
scheme for any general access structure (we recall that a general access structure has
not necessairly threshold monotonic family). One is related to the family of all minimal
qualified sets of X, which we will call a family of basis sets. The other is related to
the family of maximal non-qualified sets, an anti-basis. The methods presented here
will be the subject of further generalizations, given in the second chapter. We prove
our Lemma 1.3.1 relating the family of basis sets or the family of anti-basis sets to
the construction of an access structure. This allows us to say, while considering triple
(Σ,Γ,Λ) being an access structure, only about a monotonic structure Γ or only abo-
ut an anti-monotonic structure Λ. In that case we have in mind certain fixed sharing
scheme Σ which, as we present, can always be constructed.

First approach
We show a method which for ’an input’ being a monotonic family of sets, constructs a
sharing scheme (a way of distributing shares, parts of a secret, to the participants) such
that participants from a given set from the monotonic family, from shares that they will
receive, are able to reconstruct the secret. Other sets of participants are unqualified,
meaning their shares do not provide them any information about the secret. It will be
described using the family of all minimal sets in a monotonic access structure. These
sets define the monotonic structure.

Firstly, assume that Γ = X. In this case we may apply either Shamir’s secret sharing
or the simpler, additive secret sharing scheme as follows:
Let s0 ∈ K (K = Fq) be the secret to be distributed among the set of entities X. Fix
j0 ∈ X. For each j ∈ X \ {j0} we select independently and uniformly a random rj ∈ K
and define sj = rj while

sj0 = s0 −
∑

j∈X\{j0}
rj .

We can also think here in terms of extended Blakley’s scheme for the random poly-
nomial f = f(X0, X1, . . . , Xt−1) = a0X0+a1X1+ · · ·+at−1Xt−1. We take the identities
xi = ei = (0, ..., 0, 1, 0, ..., 0)︸ ︷︷ ︸

i

∈ Ftq for i = 1, ..., t and secret s = f((1, 1, . . . , 1)). This
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gives the scheme corresponding to described and, as pointed in Remark 1.2.1, making
public s1 = s0 − s allows reconstruction of chosen s0 by the privileged groups.

Now let Γ =< B1, ..., Bm > be any monotonic structure, where writing in this
manner we understand sets Bj, j = 1, ...,m as minimal that generate Γ (i.e. for all
j = 1, ...,m any proper subset of Bj is not in Γ, and Γ is the family of supersets of Bj,
j = 1, ...,m).

Definition 1.3.1. Family of minimal sets that generate a monotonic structure Γ is
called basis of the structure Γ and we denote it B.

For Γ =< B1, ..., Bm >, for each basis element Bj ∈ Γ we independently distribute
additively the secret s, i.e.

s =
∑
i∈Bj

s
(j)
i .

Finally the share of the i − th entity is equal si = {s(j)i , j ∈ {1, ...,m} : i ∈ Bj} i.e.
each Bj that i is a member of contributes one s(j)i to the i− th share.

Formally, similarly as before, we can think here of m multivariate polynomials
fj(X0, ..., Xkj−1) from extended Blakley’s scheme, where kj = |Bj|, which coefficients
ajk for k = 0, ..., kj − 1, are given to the members of Bj. We receive the corresponding
scheme by making public s − fj((1, ..., 1)) for j = 1, ...,m, which is the field element
related to Bj.

Second approach
We show a method which for ’an input’ being an anti-monotonic family of sets, con-
structs a sharing scheme (a way of distributing shares, parts of a secret, to the parti-
cipants) such that sets of participants that can not reconstruct the secret, are exactly
the sets from our anti-monotonic family. These sets can not decude any information
about the secret. Other sets, from shares of their participants, are able to reconstruct
the secret. The distribution of shares in this method is related to the family of maximal
non-qualified sets in an anti-monotonic family. Such sets generate an anti-monotonic
family.

Let Λ =< A1, ..., Al > be anti-monotonic structure generated by maximal sets in Λ

(i.e. for any i = 1, ..., l adding an element of X \Ai to Ai creates a set that is not in Λ,
moreover subsets of Ai for all i = 1, ..., l create Λ).

Definition 1.3.2. Family of maximal sets that generate an anti-monotonic structure
Λ is called anti-basis of the structure Λ and we denote it N.
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For Λ =< A1, ..., Al >, we choose randomly s1, s2, ..., sl ∈ K such that
∑
sj = s

(formally, we can think of a multivariate polynomial). Now any participant j /∈ A1

obtains the value s1, any j /∈ A2 obtains the value s2, ... , any j /∈ Al obtains the value
sl. We can see that, for all j = 1, ..., l, in a set Aj the value sj is missing, hence this is
really non-qualified set. Taking any set S /∈ Λ, it is not contained in any of A1, ..., Al,
so its participants have together all the shares s1, ..., sk. That means S is privileged.
We have constructed a sharing scheme Σ for which Λ = Λ(Σ).

Now we can write the following lemma, for the sake of terminology. It allows us to
write only about basis or anti-basis sets, while considering an access structure, which
was defined as a triple (Σ,Γ,Λ).

Lemma 1.3.1. One can determine access structure on X with perfect sharing scheme
by providing only a basis of the monotonic structure Γ or by giving only an anti-basis
of anti-monotonic structure Λ, then families of privileged and unprivileged sets are
determined uniquely.

Proof. While having basis it uniquely determines Γ. We can construct, as in the first
approach, a perfect secret sharing scheme Σ such that Γ = Γ(Σ). Since the scheme is
perfect we have

Γ(Σ) ∪ Λ(Σ) = P (X) ,

where P (X) is a family of all subsets of X. Since there is Γ(Σ) ∩ Λ(Σ) = ∅ we can
write Λ(Σ) = X \ Γ(Σ) which is a corresponding family of unqualified sets. We have
constructed an access structure (Σ,Γ,Λ).

While having anti-basis it uniquely determines Λ. We can construct, as in the second
approach, a perfect secret sharing scheme Σ such that Λ = Λ(Σ). Rest of the reasoning
is similar as before.

�

We have shown that for a given basis of Γ (or anti-basis of Λ) there exists a perfect
sharing scheme Σ which determines the triple (Σ,Γ,Λ) - an access structure. The con-
struction is unique ’modulo perfect sharing schemes’ since having same basis of Γ (or
anti-basis of Λ) one could use some other method of distributing a secret resulting in
perfect sharing scheme Σ′ (for instance methods from first and second approach can be
used dually since monotonic and anti-monotonic families are dual concepts), yielding
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Γ(Σ′) = Γ and Λ(Σ′) = Λ. In that case (Σ′,Γ,Λ) is the corresponding access structure.
From now on, considering monotonic (or anti-monotonic structure), we also use terms
privileged (or unprivileged sets), having in mind certain fixed access structure with
perfect sharing scheme.

Instead of determining an access structure by giving a basis one can also as Benaloh
and Leichter in [7] use a method with a logical formula consisting only of conjunctions
and disjunctions (without negations).

Definition 1.3.3. Monotonic logical formulae are formulae that consist only of con-
junctions and disjunctions.

Such formulae define monotonic structures in a way described in the following defini-
tion:

Definition 1.3.4. For a monotonic logical formula F with the variables indexed by the
elements of a set X, the monotonic structure Γ defined by F is created by these subsets
S of X, for which F is true when the variables indexed by S have logical values one,
and others are set to zero.

For example for a formula (a1 ∨ a2) ∧ a3 we have X = {1, 2, 3} and the family of base
sets of access structure defined by this formula is {{1, 3}, {2, 3}}.

If we have the family of privileged sets Γ implied by the logical formula F , we can
also use the form of the formula (which could be nested) for the construction of sharing
scheme related to the Γ-family. That kind of construction was proposed by Benaloh and
Leichter in [7]. This subject is related to the considerations in the following chapter. We
give there generalizations of sharing models proposed in this section. We will present
facts and prove proper theorems to show the dependencies between the method of
Benaloh and Leichter and our generalizations.

This ends the chapter of preliminaries.
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Chapter 2

Encrypting monotonic access
structures

First, we introduce broader definitions for basic concepts which will be further used.

Unprivileged (unqualified) sets will now be these sets of participants, that in ’re-
asonable’ time are not able to reconstruct the secret (earlier they could not derive
any information about the secret). Thus, now unprivileged sets in an access structu-
re are these sets of participants that can not reconstruct a secret in practice, due to
probabilistic, computational bounds. For instance, when q is appropriately large and
participants from a certain set know that any element from Fq is equally probable to
be a secret, then as in previous meaning, they form an unprivileged set.

Sharing scheme on a set of participants X is understood similarly as before, as a
method of distributing a secret such that all elements from secrets domain are equally
probable to be a secret, and there is a unique secret reconstructed by all participants
from their shares.

Access structure is a triple (Σ,Γ,Λ), where Λ is an anti-monotonic family, being
unprivileged sets in our meaning that we have just given, and Γ = 2X \ Λ is a family
of sets that can reconstruct the secret.

In the literature, perfect sharing schemes are schemes (as we defined it in previous
chapter) in which participants form sets that either can reconstruct the secret, or can
not deduce any information about the secret. Now considered schemes, at least in
general, are not perfect in that sense, since some subsets of participants in Λ may have
some partial information concerning the secret. However, looking at new definitions of
Γ and Λ, if in the scheme we consider they overlap the previous definitions, the scheme
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will be perfect, since now there is always Γ(Σ) ∪ Λ(Σ) = 2X . For instance, perfect will
be the scheme of Benaloh and Leichter (now, we consider it only over a large ring Zq).

By monotonic access structure we mean an access structure that is implied by giving
any monotonic (or anti-monotonic) family of sets. As we have previously shown, any
basis (or equivalently any monotonic family of sets) leads to an access structure with
perfect sharing scheme. Similarly for an anti-basis and anti-monotonic structure. In this
section we will consider some other methods of encrypting monotonic access structures,
that is different ways of distributing a secret as shares to the participants. They may
result in non-perfect schemes, which are secure accordingly to our introduced broader
definitions.

We present ideas on the possibilities of sharing a secret in a monotonic access
structure. That is, ideas related to sharing schemes in a monotonic family of sets.
Shown are relations which occur between a method of encrypting a monotonic access
structure using a family of sets, and a method based on a logical formula from [7].

We discuss the problem of security. There are included aspects of security of a
hierarchy in the structure and our idea of hierarchy is being defined. This definition
is new in the literature, not related to known hierarchical systems. We introduce the
hierarchy in any general access structure. However, we do not concentrate on aspects
related to the definition and treat it rather intuitively. We focus on practical aspects
related to the possible corruption of entities by an adversary.

Methods of encrypting a monotonic access structure basing on a family of basis sets
or a family of anti-basis sets are described generally. Discussed are aspects of using the
method based on a logical formula. Any general access structure can be encrypted by
each of those methods, however as it is shown, a specified method is chosen to achieve
desirable level of security and appropriate time complexity.

2.1. Characterization of schemes

We briefly present a method of distributing a secret for a monotonic family given by a
logical formula proposed by Benaloh and Leichter in [7]. Then we show our generalized
method based on a family of basis sets or a family of anti-basis sets. Actually, it is based
on family of anti-basis sets, but having a basis, there is a unique anti-basis by taking a
complement of a family of monotonic sets in 2X . Then one gets anti-monotonic family
and finds the anti-basis. Similarly the other way, uniqueness, starting from anti-basis.
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As we have already mentioned, in our schemes we always consider these two, monotonic
and anti-monotonic families, that sum up to the whole 2X . Next in our work conside-
red here methods of distributing a secret are compared and shown are dependencies
between them. We will also draw attention to their practical aspects.

A method of sharing a secret proposed in [7] uses a monotonic logical formula which
could be nested. Having the formula, if s is a secret value that is going to be shared,
the distribution is done by getting into more and more detailed parts of the formula
until we reach each participant. In particular, when there is a disjunction, all of its
components receive the same part of actually distributed part of the secret. When
there is a conjunction, performed is a random division of local part of the secret s(l)

into the sum of s(l) =
∑
i si and each of the components related to participants in the

conjunction receives si. In this method of distributing a secret it is possible to use
threshold distribution, that is for disjunction use a threshold scheme with threshold 1

and for conjunction of k components use a threshold scheme with threshold k. In that
case we have in mind the following remark which could be important in some practical
aspects of the scheme.

Remark 2.1.1. In the process of reconstruction when using the threshold distribu-
tion, to solve the linear system the authority needs participants’ identities which is not
required for instance while using secure channels.

As for example, we will distribute in Fq a secret s ∈ Fq to entities {1, 2, 3} with a
structure defined by the formula (a1 ∧ a3) ∨ (a2 ∧ a3).
Firstly, for the disjunction, s is distributed to a1 ∧ a3 and to a2 ∧ a3. Now looking at
a1 ∧ a3 there is random division of s into two parts s1, s2 such that s1 + s2 = s and
parts s1 is given to the entity 1 and s2 to the entity 3. Similarly getting s3 and s4 such
that s3 + s4 = s there is then a distribution of them to entities 2 and 3 respectively.

Formula ((a1 ∨ a2) ∧ a3) ∨ (a1 ∧ (a2 ∨ a3) ∧ a4) defines an access structure, where
firstly s is distributed to both components of disjunction, then in the first component
it is divided into appropriate s1 and s2 where s1 is given to entities 1 and 2, s2 to entity
3. Here instead of participating s into two parts we could use a Shamir’s scheme with
threshold 2. In the second component of the formula s is divided randomly into s3, s4
and s5 which are distributed: s3 to entity 1, s4 to entities 2 and 3 and s5 to entity 4.
Here we could also use a Shamir’s scheme, with threshold 3.
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We notice that for the formula (a1 ∨ a2) ∧ (a3 ∨ a4) ∧ . . . ∧ (a2n−1 ∨ a2n) each entity
receives only one number, hence the related scheme is ideal.

Now, we would present our generalized method of creating a monotonic access
structure from a family of basis sets or a family of anti-basis sets (one family is implied
by the other). We use here a special, abstract function, satisfying certain set-theoretic
conditions. Each of its realization results in a sharing scheme. We are interested in
realizations for which implied scheme is secure. The distribution of shares is based on
reasoning as in anti-monotonic based approach in Section 1.3.

Consider set of entities X = {P1, . . . , Pn} and a monotonic family Γ. Assume a
family of anti-basis sets of have a cardinality k, that is an anti-basis N = {N1, . . . , Nk}.
We can think of it as it is given and it determines the family of basis sets B, or first
there was a family of basis sets, which determined N.

We distribute, with the use of special function f subsets Si of S = {a1, . . . , ak} to
the participants. It means that entity Pi receives as his share the value f(Si). This
value is a set, such that there is a requirement: function f is chosen such that the
following condition holds:

f (f(A) ∪ f(B)) = f(A ∪B)

where A = Si ⊆ S, B = Sj ⊆ S are any subsets that would be related, with f , to
shares of the participants f(Si), f(Sj) respectively. Again, Si and Sj are only related,
meaning there is one to one correspondence, such that Si and Sj are used to construct
the shares f(Si) and f(Sj). Participants do not need to know those sets (and as we
would see often that is the case).

Notice that examples of functions for which this condition holds and could be taken
for f are identity on subsets of S or f being the least common multiple (LCM), when
S is a set of pairwise coprime numbers and least common multiple is understood as a
function that takes on the input a set and returns the singleton consisting of an element
being the least common multiple.

We notice that these kind of functions, satisfying our set-theoretic condition, ’forget
the repeated terms in inputs’ (see for instance when f = LCM) and can be used for
sharing a secret, by giving to participants for shares the values of f in certain chosen
arguments i.e. chosen sets. We will show the details.

Value of f in the sum of all sets used for the construction of shares is the secret that
is going to be distributed among participants. In applications, for some functions f and
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for some monotonic structures, this value could be the secret, and reconstructing the
secret, is finding that actual value. We call that kind of situation a ’method with plain
set-theoretic approach’ or simply ’Plain Set-Theoretic method’. For example, when the
set of participants X is not too large, for f = LCM , if our set S satisfies the threshold
condition, i.e. when all coprime numbers in S are greater than certain, appropriately
large threshold natural number t ∈ N, security of the scheme, being a scheme on the
natural numbers N, is related to choosing appropriately large threshold constraint t.

Otherwise for final sharing scheme, we could moreover make use of some other
constructions, as again for f = LCM , of based on Asmuth-Bloom sequence [1] con-
struction that uses CRT-Ore algorithm [45]. It is then similar to regular Chinese Rema-
inder Theorem based sharing scheme, but where participants have their CRT moduls
such that only privileged sets are able, from their shares (constructed as in regular
CRT scheme) to reconstruct the secret. The moduls for the participants forming an
Asmuth-Bloom sequence could be chosen exactly with a method of distributing the sha-
res with f = LCM that we present. This specific application, i.e. application of least
common multiply, was used by Pomykała while constructing general access structure
based signature scheme, see Section 4.2.

Function f is publicly known and security issues are dependent on the choice of the
function. Reconstructing the secret is performed by taking values as in the left hand side
of the equation that f satisfies. Notice, for visualisation, that connecting f(A∪B) with
a share f(C) of a certain participant we compute f (f(A∪B)∪ f(C)) = f(A∪B ∪C)

and so on as we wanted for the process of reconstruction.

Distributing the shares to the participants is based on the second approach from
Section 1.3. For each Ni ∈ N, i = 1, ..., k relate ai with every entity of X except those
which are in Ni. Hence, for j = 1, ..., n some subset Sj ⊆ S was related to a participant
Pj. After computing the value f(Sj) that value is given to the participant Pj as his
share. Participants from a selected privileged set H ∈ Γ = 2X\ < N1, ..., Nk > can
reconstruct the secret, since H is not contained in any of N1, ..., Nk. We have

f(
⋃
Pi∈H

f(Si)) = f(
⋃
Pi∈H

Si) , and
⋃
Pi∈H

Si is the whole set of distributed elements,

(we sum up sets related to appropriate participants).
Since neither participant from a set Ni ∈ N has received ai it could be used to set up
security conditions for sharing scheme that depends on the chosen f . Consider special
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case with f = LCM forming a scheme on the natural numbers N, where the set S
satisfies a threshold condition of elements being larger than some fixed value.

2.2. Dependencies

The methods of determining a monotonic structure from a family of basis sets and
determining it by a monotonic logical formula (as it was introduced at the end of
Section 1.3) are related and any access structure can be defined using each of them.

Theorem 2.2.1. Let F be any monotonic logical formula defining a monotonic struc-
ture Γ. Converting F into disjunctive normal form i.e. equivalent formula which is a
disjunction of conjunction of the literals and making reductions of a type (a∨b)∧a⇔ a

such that there are no clauses contained as sets of literals in other clauses, sets made
of indices of clauses define a basis of Γ.

As an example, the formula (a1 ∨ a2) ∧ a3 is equivalent to (a1 ∧ a3) ∨ (a2 ∧ a3) and so
we can read the basis {{P1, P3}, {P2, P3}}.
Proof. Let B’ be a family of sets that were formed from the reduced disjunctive normal
form, as described in the theorem. We will show that B’ = B, where B is the family
of basis sets of Γ.

For any B ∈ B setting variables indexed by elements of B to 1 and others to 0

gives a value of F equal to 1. Hence, we conclude that there exists B′ ∈ B’ such that
B′ ⊆ B and since sets from B’ are also in the monotonic structure Γ we have B′ = B,
which shows that B ⊆ B’.

Now, we take any B′ ∈ B’. As we know, it is in the monotonic structure and we
will show that it does not contain properly any set from Γ. However, this is true since
B’ is constructed from reduced formula. This shows that B′ ∈ B, hence B’ ⊆ B.

�

Dual theorem for maximal unprivileged sets:

Theorem 2.2.2. Let F be any monotonic logical formula defining a monotonic structu-
re Γ. Writing F in a conjunctive normal form i.e. logical formula which is a conjunction
of disjunction of the literals, that is reduced with (a ∧ b) ∨ a ⇔ a such that there are
no clauses contained as sets of literals in other clauses, sets forming an anti-basis N
are constructed by choosing a clause of the formula and extracting all indices omitting
these indexing the chosen clause.
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As an example, the formula (a1 ∨ a2) ∧ (a1 ∨ a3) implies anti-basis {{P3}, {P2}}.

Proof. Let N’ be a family of sets constructed as stated in the theorem. We will show
that N’ = N, where N is the family of anti-basis sets of Λ = 2X \ Γ.

Take any set N ′ ∈ N’. Let C be the clause selected for the construction of N ′.
Setting variables indexed by N ′ to 1, and others to 0 gives a value of F equal to 0 since
clause C takes the value 0. Any proper superset of N ′ is in Γ since it has a participant
related to the variable in C, and any clause other than C contains a variable that is
not in C, becasue F is reduced. That shows that N’ ⊆ N.

Now, we take any N ∈ N. The formula F is false when setting all variables indexed
by N to 1 and others to 0. That means certain clause has to have value 0, so there
are no variables indexed by N in that clause. Because of N being maximal all other
indices apart of those indexing mentioned clause are in N so N is in N’.

�

We observe that having a basis B it is easy to construct a logical formula that defines
the same monotonic structure, similarly for a family of maximal unprivileged subsets.
These results indicate for instance, that after encoding the monotonic structure using
one of considered methods it is possible to encode it using the other (with respect to
computational constraints).

Sometimes it is much easier to give a monotonic structure using a logical formula.
For example if we have a group of n pairs of entities of the form (2i − 1, 2i) for i =

1, 2, . . . , n and want to construct such structure, that for reconstruction of distributed
value s it is required at least one entity from each pair, then we can describe it shortly
by a formula:

(a1 ∨ a2) ∧ (a3 ∨ a4) ∧ . . . ∧ (a2n−1 ∨ a2n)

The family of basis sets consists of 2n elements. In each there is exactly one element of
each pair. On the other hand, the description by the family of maximal unprivileged
sets, which has n elements, is simple again.

In the methods of distributing a secret in a monotonic access structure that were
considered, the numbers from above are relevant. The number of basis sets, number of
anti-basis sets (that directly imply the number of distributing elements in a method
with abstract function) and, on the other hand, the number of nested parts from which
the logical formula consists. They are associated with the time needed and practical
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aspects in the distribution of shares. As we would see in further sections, it is significant
in applications. We can also relate considerations on methods of describing monotonic
structures to Section 2.4, where Trusted Authority, responsible for constructing the
structure, chooses the way of giving the information about the structure to the public.

Remark 2.2.1. While using logical formulae, shares have a strictly specified meaning,
and in the process of reconstructing the secret one needs to use related to them infor-
mation about the access structure. For instance, which of distributed elements that one
has received, should one use, for various groups of entities, to reconstruct the secret.
This extra information (as is presented in the two following sections) may be taken as
an advantage by the third party. An adversary, having the information, gains know-
ledge about the access structure. We do not have that problem while using our abstract
function based approach when the shares are of the form f(Si) and these whole sets
take part in the reconstruction, as it was presented, without requirement of additional
information.

2.3. Idea of hierarchy in a general access structure

In the literature, there are ways of thinking about hierarchical access structure, see
[10], [48], [52]. The definition from [27] that covers all the definitions considered so far
is as follows:

Definition 2.3.1. Let Γ be a monotonic family of sets. We say that the participant
P1 ∈ X is hierarchically superior to the participant P2 ∈ X, if A ∪ {P1} ∈ Γ for every
subset A ⊆ X \{P1, P2} with A∪{P2} ∈ Γ. An access structure is said to be hierarchical
if all participants are hierarchically related.

Our approach is however different. It is more general in the sense that every access
structure has hierarchy, and it is intuitive for many practical considerations. It comes
from the observation that in every monotonic family we may try to point out the
participants that are somehow more desirable, from adversary’s point of view, to be
corrupted. We make the following definition:

Definition 2.3.2. The place of an entity in a hierarchy depends on the number of
privileged subsets of X which contain that entity, such that the participant P1 ∈ X

is hierarchically superior to the participant P2 ∈ X, if the cardinality of the family
F1 = {A ∈ Γ : P1 ∈ A} is greater or equal to the cardinality of F2 = {A ∈ Γ : P2 ∈ A}.
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We will concentrate on those aspects of constructing monotonic access structures
that allow to hide the places that entities take in our definition of hierarchy. It is re-
levant especially in applications. From now on we assume, that while writing about
hierarchy we think of it as it is in our definition.

Let us look from mentioned perspective at the sharing schemes.
Appropriate, as we will see, for hiding places of entities, would be our generic sharing
scheme where the function f is our Least Common Multiple (LCM), and for the set S
of distributed values related to entities, we take a subset of prime numbers or pairwise
coprime numbers (it is a Plain Set-Theoretic method, as we called it). Thus, f = LCM

is the subject of our further investigations.

Security of the hierarchy in that case is based on the computational problem, that
it is hard to determine how many distinct prime divisors or distinct coprime parts
does a composite number have. It is considered to be comparatively difficult to the
problem of factorization of a composite number which is a hard computational problem
assumption. The prime or coprime parts that we are here considering, come from the
process of distributing the shares. A share, as we will see, is the number that an
adversary would want to know from how many parts it has been constructed.

Each entity Pi, intuitively is the more important in the hierarchy, the larger is his
set Si of distributed numbers, related to his share (the smaller is the number of maximal
unqualified sets that contain him). It is not always true that to entities higher in the
hierarchy, related are larger sets Si, as for instance in the situation with anti-basis
N = {{P1, P2}, {P3}}. Here, P3 is the highest in the hierarchy and each participant
have one element in his related set. However, in many practical instances of general
access structures it is true (look also at the Example 2.3.1).

Assume that an adversary knows the family of privileged sets in the access structure.
Then, while gaining information about the position of certain entity in the hierarchy,
which we assume for this access structure could be deduced from number of shares
he has received, apart of knowing the position of the entity, he is able to plan further
corruption to eventually reconstruct the secret. We want to prevent this circumstances.

Recall, we investigate a method with f = LCM . The share of Pi is the least com-
mon multiple of elements of Si, not the set Si itself. When distributing the prime
numbers we have the problem of identifying how many distinct prime divisors does a
composite number have. Distributing coprime parts instead of prime numbers is in that
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case even better. In both cases we can modify sizes of eventually received shares by
making some modifications in sizes of distributed elements that construct sets Si. For
security reasons one has to guarantee the adequate size of shares to prevent possible
deductions of number of parts from which they are constructed, or comparisions of two
gained shares. One has to guarantee that shares are not divisible by one another. It
can be achieved by appropriate modification of the family of basis sets with the use
of auxiliary entity that preserves the original family of qualified sets, as presented below.

We assume there is no entity that is able to reconstruct the secret by himself (which
is a natural assumption while sharing a secret).

Theorem 2.3.1. For a family of basis sets B of the monotonic access structure such
that no entity can reconstruct the secret by himself, it can be guaranteed that subsets Si
related to the entities, in a process of distributing the shares basing on approach with
anti-basis, are not contained in one another.

Proof. Let Γ be the monotonic structure determined by the family of basis sets B.
Looking at the elements of sets from the family B, if two entities Pj and Pk are both
contained in a certain basis set, then their corresponding subsets Sj and Sk would not
be contained in one another since in the family of maximal unprivileged sets N there
would be a set that contains entity Pj and does not contain the entity Pk, and the other
set for which the opposite is true. On the other hand, if for entities Pj and Pk there is
no basis set which contains that both entities, then by adding a new auxiliary entity
Pl to the set of entities we create a new privileged set of {Pj, Pk, Pl}. The family B
with additional set forms a new basis, since the sets that previously were in B still do
not contain, as proper subsets, basis elements. The only new sets in Γ are those that
contain the new basis set. All previous relations between entities has been preserved.
The additional entity is only auxiliary. After performing described procedure for all
such pairs of entities, a new basis B’ is created. After receiving from B’ the family
of maximal unprivileged sets N’ and distributing the shares, the condition from the
theorem is fulfilled.

�
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Example 2.3.1.
Consider the set of entities X = {P1, P2, P3, P4} and the family of basis sets
B = {{P1, P2}, {P1, P3}, {P2, P3}, {P1, P4}}.
It can be easily seen that related family of maximal unprivileged sets (anti-basis) is
N = {{P1}, {P2, P4}, {P3, P4}}.
The most privileged entity (the highest in the hierarchy) is P1. He can reconstruct the
secret cooperating with any other entity. Number of qualified subsets that contain P1
is the largest (it is 7, while for P2 and P3 it is 6, for P4 it is 5). The least privileged
entity is P4 since he can reconstruct the secret only with P1. Number of qualified sets
containing P4 is smallest. In our sharing scheme with P1 would be related two numbers,
and with P4 only one. In our approach we want to hide this dependency.

Example 2.3.2.
It can be noticed that in the setting from previous example after performing steps
described in the proof of the Theorem 2.3.1, since pairs of entities P2 and P4, similarly
P3 and P4 are not the elements of any basis sets, we receive the following sets:
B’ = {{P1, P2}, {P1, P3}, {P2, P3}, {P1, P4}, {P2, P4, P5}, {P3, P4, P5}}
and related anti-basis
N’ = {{P1, P5}, {P2, P4}, {P2, P5}, {P3, P4}, {P3, P5}, {P4, P5}},
where P5 is the auxiliary entity. Now in the scheme with f being LCM after distribution
of shares with respect to N’, shares (as numbers) are not divisible by one another and
if we forget about P5 family of privileged sets remains unchanged.

2.4. Revealing information

We will pay here attention to applications of monotonic access structures. The conside-
rations and possibilities can be examined during the phase of construction of structure,
accordingly to the practical needs. We describe the settings for the Trusted Authority,
who is the entity that constructs the monotonic access structure, to share the informa-
tion about the structure with the participants. In relation to the previous section we
include the practical aspects of security of the hierarchy. We consider here hierarchy of
a monotonic access structure as it was previously introduced.

Apart of making the sets forming monotonic structure Γ publicly available to eve-
ryone, there are the following possibilities for distributing information about Γ:
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1) The information about the possible groups of entities that can reconstruct the secret
is publicly available for every entity in the structure.

2) Every entity has the information only about the groups of participants with whom
that entity is able to reconstruct the secret.

3) The information about the possible privileged groups is given to a certain trusted
external entity and the participants obtain incomplete information about privileged
groups that are constructed.

4) The information about the possible privileged groups is given to a certain trusted
external entity and every participant receives incomplete information about the privi-
leged groups that participant is an element of.

First method is the simplest. The information about the basis sets is publicly known
by participants what makes it also the least secure. Adversary, after corrupting any
entity, possess the whole information about the hierarchical structure in the access
structure. This information, from practical point of view, helps him to choose the best
for him ’path’ of corruption (sequence of the participants to corrupt), which after being
performed allows him to reconstruct the secret. For instance, let us look, in previous
section, at the Example 2.3.1. Assume every entity is treated equally, that is everyone
could be corrupted with the same probability. For example, every entity could be met
in a place and circumstances favorable for corruption while moving randomly, everyone
same frequent. The entity whom the adversary would like to corrupt in the first place
is the highest in the hierarchy P1, since corrupting any other entity allows him to
reconstruct the secret. In a similar manner the less desirable in that sense is P4.

In the second method, entity has only partial information about the hierarchy in
the structure, hence strategies of an adversary after corrupting an entity are limited.

The third method uses an entity, who knows the whole family of basis sets. Entities
even during the independent meetings (after the meeting a participant has the same
information about the secret as he had before) with attempts to reconstructing the
secret are not able to identify which privileged groups were formed (unless it is a
meeting of such group and it reconstructs the secret). This method has also advantages
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related to protection against the corruption of entities. Here, corrupted entities do
not have the whole information about the other entities that should be corrupted to
reconstruct the secret.

In the fourth method each entity has even less knowledge about the family of basis
sets. Planning the corruption of entities in the structure is therefore more difficult.

The third and fourth methods made use of an additional, external entity. Corrupting
this entity (if possible) reduces the situation to the situation in the first method.
Introducing such entity, leads to the new possibilities in using such system, which may
be interesting from the practical point of view. At some point of time, the additional
entity may adjudge that it is required to reveal to certain group of entities the hidden
information, that this group is able to reconstruct the secret.
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Chapter 3

Multivariate extensions of sharing
schemes

Shamir’s (t, n) threshold scheme is based on univariate polynomial of degree t − 1.
Blakley’s or extended Blakley’s schemes, as was presented in Section 1.2, are based
on multivariate polynomial of degree one. The natural question is the construction of
sharing schemes based on multivariate polynomials. We propose an approach for con-
structing such schemes. We give a possible framework for the constructions of threshold
scheme and show a construction of sharing scheme for general access structure. The
approach gives a new theoretical perspective in general on polynomial based sharing
schemes. It is based on generalized Chinese Remainder Theorem in multivariate poly-
nomial ring and use methods of the theory of Gröbner bases. Shares of the participants
in the scheme for general access structure are multivariate polynomials.

We note that here, during the exposition, we use a broader definition of an access
structure, same as it was presented at the beginning of previous chapter. In particular,
privileged sets of participants forming monotonic family Γ are those sets that are able
to reconstruct the secret. Unprivileged sets in Λ, on the other hand, are those sets that
are not able to reconstruct it in ’reasonable’ time due to probabilistic, computational
bounds. Sharing scheme Σ is a way of distributing the secret, as always. Thus, for a
set of participants X, we have an access structure (Σ,Γ,Λ) where Γ ∪ Λ = 2X . Since
sharing scheme does not have to be perfect, we will see in the practical applications
in this chapter, that one has to guarantee the indepednence of meetings of groups
of participants. We mean here that even though unprivileged sets, in practice do not
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reconstruct the secret, they can gain some information about it while attempting to
reconstruct. A remedy for this is using in applications a third party, that performs the
calculation on shares and returns if the secret was reconstructed or not. For example a
secure device that solves generalized CRT problem (as we will further see), from shares
that are sent by the participants.

It is possible to use multivariate polynomials of degree 1, as we did in our previous
considerations, or greater than 1. That is the polynomials of the form

f = f(X1, . . . , Xl) =
∑

aα1...αlX
α1
1 ...X

αl
l

find their applications related to access structures. As an example take a setting where
for a chosen set of identities of the participants being vectors in K l, one would like to
check what groups of entities do exist. We can think of an environment where entities
may disappear with certain probabilities, like transmitters that could be damaged. It
may be possible to find the groups of entities as these able to reconstruct the secret
similarly as in the setting of Proposition 1.2.1. Then we test different vectors v for
possibility of group reconstruction, in that case if it is in a subspace spanned by set of
vectors of identities. One can then take monic monomials in place of single variables in
polynomial from extended Blakley’s scheme, send monic monomials to participants (or
the multivariate polynomial that is formed by taking their sum) and test reconstruction
possibility in a similar manner, by searching for ’monomial vectors’ that span a subspace
containing v (for instance X21 + ... + X2l gives vector (X21 , ..., X

2
l ) which masks the

difference between (x1, ..., xl) and (±x1, ...,±xl)). One can test polynomial inequalities.
There exist ([30], [37]) propositions for public key cryptosystems that make use of

the ring R = K[X1, ..., Xl] and Buchberger’s algorithm for Gröbner bases computation
([5], [14], [29]). We however, having in mind our definitions, present approaches to the
construction of secure sharing schemes related to that subject which use the generalized
CRT algorithm from [4] being generalization of CRT algorithm for PID, as K[X] in
the univariate case.

3.1. Computational aspects of the ring K[X1, ..., Xl]

We will give the preliminaries. When writing about monomials we would think about
monic monomials. Considering computations in the ring of multivariate polynomials
R = K[X1, ..., Xl] for our use, firstly we state the division theorem ([14], [5]) for a
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total order on a set of monomials such that when Xα ¬ Xβ then Xα+γ ¬ Xβ+γ, and
it is always Xα ­ 1. We mean here Xδ = Xδ1

1 ...X
δl
l , that is δ is a multi-index. In

the literature this order is called admissible order, however we refer to it simply as
monomial order, since we consider only that kind of order on monomials. Examples of
monomial orders are degree lexicographic order or lexicographic order. Assuming axiom
of choice, we can have a well order on a field K such that 0 is the minimal element
(of course we are usually working in finite fields). Thus, we can naturally extend a
monomial order and consider a term order (a term understood as monomial multiplied
by a coefficient). We notice that for a given polynomial g leading term in g is a leading
monomial in g multiplied by its coefficient.

Theorem 3.1.1. For a given term ordering and a set of polynomials {f1, ..., fk}, every
f ∈ R can be written as

f = a1f1 + ...+ akfk + r ,

where ai, r ∈ R and either r = 0 or r is a K−linear combination of monomials, none
of which is divisible by lt(f1), ..., lt(fk), where lt(fi) is the leading term of fi.

This is known in the theory of Gröbner bases result. Its proof implies an algorithm for
dividing a polynomial modulo certain set of polynomials with a given term ordering,
which would be referred to as reducing the polynomial modulo given set. Gröbner bases
are those sets of polynomials, divided modulo which, for any given polynomial there is
exactly one remainder r related to that polynomial.
From now we fix certain term ordering.

Definition 3.1.1. Gröbner basis for an ideal I of R is a finite collection G of generators
of I such that every nonzero f ∈ I has leading term that is divisible by the leading term
of some polynomial from G. We call a finite set of polynomials a Gröbner basis if it is
a Gröbner basis of an ideal generated by this set.

For a Gröbner basis G = {g1, ..., gk} for I there is then an equality of ideals

(lt(I)) = (lt(g1), ..., lt(gk)) ,

where (lt(I)) is the ideal generated by leading terms of polynomials from I.
It is easy to see the uniqueness of remainders modulo fixed Gröbner basis, since a
monomial lies in a monomial ideal if and only if it is divided by one of monomial
generators of the ideal. Thus, for a Gröbner basis G = {g1, ..., gk}, writing from division
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theorem f =
∑
aigi + r1 and f =

∑
a′igi + r2, if r1 6= r2 we have r1 − r2 ∈ I so

lt(r1− r2) ∈ (lt(I)), hence one of the terms in r1 or in r2 is divisable by lt(gi) for some
i, so there has to be uniqueness.

Similarly, we could notice that there is the following useful and known proposition:

Proposition 3.1.1. If G1 and G2 are Gröbner bases for an ideal I of R then remainder
from a reduction of any polynomial modulo G1 is the same as remainder modulo G2.

The definition of reduced Gröbner basis is as follows:

Definition 3.1.2. Gröbner basis {g1, ..., gk} for an ideal I of R is called reduced if its
elements are monic polynomials and if any term in gi is not divisible by lt(gj) for j 6= i.

An ideal has a unique reduced Gröbner basis.
It is possible to algorithmically decide the membership of a polynomial in the ideal

i.e. reduced form modulo Gröbner basis G of f equals 0 iff f ∈ I. It is possible to
check the equality of the ideals by calculating reduced Gröbner bases and checking if
they are the same. One can also algorithmically calculate ideals intersections or solve
systems of multivariate polynomial equations.

Calculation of Gröbner basis depends on the ordering of monomials that one cho-
oses and in general could be computationally expensive. However, both standard and
reduced Gröbner bases are often computable in practice ([29]). In the setting when the
Trusted Authority is choosing in precomputation phase the ideals for which the calcu-
lations would be executed, for instance when there is a given general access structure,
as we will see in our proposal for a generalized sharing scheme, abovementioned me-
thods could find their practical use. In our theory, in general, we could think of a black
box providing for the participants such calculations related to Gröbner bases so that
generalized CRT algorithm from [4] is fast. We will present the adequate constructions.

3.2. Theoretical framework for threshold scheme

We set up a theoretical, abstract framework for a t threshold sharing scheme for n
participants having in its base multivariate polynomial interpolation. We show how to
securely share a multivariate polynomial among n participants such that t or more of
participants can reconstruct it. While considering an appropriately large base field K,
less than t participants would not be able to extract the chosen polynomial in practice,
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since as we will see, there would be at least |K| equally probable possibilities for the
polynomial that is being reconstructed.

Assume that for (t, n) there is a set of points S ∈ K l of cardinality n and a class
of polynomials P ⊆ R, such that for any t points from S, any t values from K l, the-
re is a unique polynomial from P that on the chosen points takes the chosen values
respectively.

We give a simple example of a setting in which our assumption can be fulfilled.
However, the sharing schemes that are based on this setting overlap schemes already
known in univariate case. We call that kind of settings trivial.

Assume the Trusted Authority succeeds in finding vectors for S in the following
situation (S will be the set of identities in our scheme). For P take the polynomials of
degree not greater than m in K[X1, ..., Xl]. There are

(
m+l
m

)
possible monic monomials

in a polynomial from P , that is we can write it as a sum of
(
m+l
m

)
terms:

f(X1, . . . , Xl) =
∑

α1+...+αl¬m
aα1...αlX

α1
1 ...X

αl
l .

By taking t =
(
m+l
m

)
and n ­ t the Trusted Authority in precomputation phase finds n

vectors from K l for elements of S such that nonsingular are all of
(
n
t

)
matrices, where

each considered matrix has in a row all possible monic monomials in an argument being
one of the t chosen vectors.
Explicit examples of such vectors for identities that satisfie the conditions from abo-
ve can be found. It is also possible to relate the problem of finding all the possible
vectors for identities to searching for solutions of systems of multivariate polynomial
equations. They arise from calculating discriminants of all

(
n
t

)
matrices of values of mo-

nic monomials in vectors, assuming we are looking for vectors of the form (xi1, ..., xil),
i = 1, ..., n. We want to find for each matrix, all the vectors that give zero discriminant,
as these vectors that are not allowed. It is then related to Gröbner bases methods, for
finding solutions of polynomial systems of equations. This in general, are however mo-
stly theoretical considerations.

Now, having our assumption, we continue theoretical description of the sharing scheme.
We can think of having abstract ’non-trivial’ P and S, where for example P has more
complicated structure than mentioned polynomials with a bound for the degree.
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We randomly choose the multivariate polynomial g ∈ P assuming existence of the
procedure allowing to choose every polynomial in P with the same probability. We
give i-th participant the identity (identities are always public): a point (ci1, ..., cil) ∈ S.
Then we give him a share g(ci1, ..., cil) = ri. We treat P as publicly available. Because
of our assumption, we see that every t participants are related by their shares to the
chosen polynomial g. We show a possibility to algorithmically reconstruct it with the
algorithm from [4] that finds minimal CRT solution (being minimal can be an asset),
instead of making attempts to solve linear system to find coefficients of the polynomial.
Its degree may be a priori not known to the participants. Representing g in the Theorem
3.1.1, taking a set of polynomials {X1 − ci1, ..., Xl − cil}, we get that remainder is a
constant, and so it is equal to ri. Hence, a participant’s share ri can be interpreted
as the remainder from the publicly known ideal, meaning that the participant has
ri + (X1− ci1, ..., Xl− cil). By the generalized CRT algorithm from [4] that is based on
the computation of Gröbner bases it is possible to find all the polynomials that exist
which give chosen remainders by the ideals.
We state the appropriate theorem that originates from [4].
Fix any (admissible) monomial order on R (so the term order is implied).

Theorem 3.2.1. For ideals I1, ..., Im of R and polynomials f1, ..., fm ∈ R, sets inter-
section

⋂m
j=1(fj + Ij), if non-empty, is equal to f ′+

⋂m
j=1 Ij, where constructable f ′ ∈ R

is minimal in
⋂m
j=1(fj + Ij) with respect to quasi-order on polynomials in R induced

from term ordering in R. Moreover for any polynomial g ∈ R, its reduced form modulo
certain constructable Gröbner basis is f ′ if and only if g ∈ ⋂mj=1(fj + Ij).

Remark 3.2.1. We can take quasi-order above as being induced from degree lexicogra-
phic order or induced from lexicographic order on monomials in R (induced quasi-order
is an ordering that comes from comparing leading terms, if equal, comparing ’next’ le-
ading terms and so on).

Remark 3.2.2. Constructions of constructable elements above can be done by algori-
thms in [4] (we could fix any monomial order on K[X1, ..., Xl] = K[X] since in [4] for
arbitrary monomial order ¬X on K[X] and any monomial order ¬Y on K[Y] we define
¬ on K[X,Y] as Xα1Y β1 ¬ Xα2Y β2 ⇐⇒ Y β1 <Y Y β2 ∨ (Y β1 = Y β2 ∧Xα1 ¬X Xα2).

Remark 3.2.3. Terminology: even though f ′ clearly depends on a set of polynomials
and a set of ideals, we write just f ′ having in mind appropriate sets.
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Gröbner bases methods can be used to calculate the intersection of the ideals (in
our situation, however, ideals are coprime, hence the intersection is the product of the
ideals). They are also used in the CRT algorithm from [4] to calculate the reduced form
f ′, which added to the calculated intersection gives the appropriate set of polynomials,
CRT solutions, that is

f ′ +
⋂
i

((X1 − ci1), ..., (Xl − cil)) .

Looking at t participants, they know that in their CRT-solution set, which is
f ′+

⋂t
i((X1− ci1), ..., (Xl− cil)) (numbered without loss of generality) there is a unique

element from P . They also know that f ′ is minimal in that set. If the knowledge of
the form of every possible solution implied by the form of CRT-solutions, combined
with the knowledge of P allows them to extract that element, they reconstructed the
secret. Less than t participants can not reconstruct the polynomial because for every of
the remaining points, for any value from K, in P there is a polynomial that takes this
value at that point while keeping the values received by participants in their points.
From our assumption any of these polynomials could have been chosen from P with
the same probability. It is then, with respect to the possible extraction of the solution
by privileged sets, as in our broader definition of an access structure.

The scheme works for trivial settings and we now give two so called trivial examples
(we will see why the name).

In the situation from our example of setting we called trivial: we have P as a class
of multivariate polynomials of degree not greater than m and t =

(
m+l
m

)
. Identities are

found such that appropriate matrices (as it was in previous example) are nonsingular.
Our assumption is then fulfilled. We fix degree lexicographic order. It induces quasi-
order in R. The generalized CRT algorithm finds minimal polynomial and there is a
unique polynomial of degree not greater than m for t given values. After randomly cho-
osing f ∈ P , accordingly to the scheme procedure, t or more participants reconstruct as
f ′ the correct polynomial. It is since deg(f ′) ¬ deg(f) because f is in CRT-solution set
for every t participants (we have f(ci1, ..., cil) = ri ⇐⇒ f ∈ ri + (X1− ci1, ..., Xl− cil)
so taking any t participants f ∈ ⋂ti=1(ri + (X1 − ci1, ..., Xl − cil)), with respect to the
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numbering of t participants, and f ′ is also in this set so it takes the same values as
f on t corresponding points). As we see, in that case, the participants could use the
information about P , that this is a set of polynomials of degree ¬ m, to derive that
one solution from the set P , which appeared to be f ′.

In this case, however, the reconstruction of polynomial f from shares ri can be per-
formed using the classical method of Gaussian elimination. We have vectors of identities
of the form (ci1, ..., cil). We put them as arguments in all possible monomials of degree
¬ t forming a vector in the row of matrix. Using ri, similarly as in the classical sche-
mes, t participants find a solution, which is a vector of coefficients of f . That is why
we called this situation trivial.

Another, so called trivial example, comes from looking at randomly chosen univariate
polynomial f ∈ K[X] of degree not greater than t − 1, as in Shamir’s scheme. Let
f(ci) = ri for i = 1, ..., n be the shares of the participants. Hence, participants have
ri + (X − ci). Our scheme gives an algorithm for finding Shamir’s polynomial. Here P
is the class of all polynomials of degree not greater than t− 1 and set of identities S is
a subset of K of cardinality n. The generalized CRT algorithm for t participants gives
CRT-solution set f ′ +

⋂t
i=1(X − ci) which is equal to

f ′ + (
t∏
i=1

(X − ci))

and since Shamir’s polynomial f is of degree not greater than t− 1 it has to be f ′.

We can, in similar terms, construct a sharing scheme that is not based on our theoreti-
cal framework. In the case of n = t, in (t, t) threshold scheme we can share multivariate
polynomial as in the following construction:
Participant’s identities would be vectors of the form c = (cj1, ..., cjl) for j = 1, ..., t.
Now we do not need a uniqueness condition:

Assume that all t vectors of identities are such that for any t values there is a
polynomial in K[X1, ..., Xl] that in chosen vectors takes those values respectively.
The existence of such a polynomial can be guaranteed by the following procedure:
Trusted Authority chooses a set of t vectors for identities:

For a fixed set of identities Trusted Authority by Gaussian elimination proceeds
as follows: he chooses multivariate polynomial by writing a sum

∑
Xα1
1 ...X

αl
l of ap-
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propriately many chosen monomials to check, if independent are monomial-id-rows of
matrix, that is rows having all chosen monomials, that take their values in vectors of
identities (every row is related to one vector of identity as the argument). The proce-
dure of choosing monomials may be randomized or some adequate to chosen identities.
If he succeeds in an appropriate for him time, he proceeds further. If not he chooses
different set of identities. If he succeeds we denote the multivariate polynomial being
the sum that he found by f and by f the vector of monomials that form the sum. Let
k be the number of terms in f , so also it is the length of f. Let M be related matrix
formed by monomial-id-rows in the identities that were found. Let a denote a vector
of length k (it would be vector of coefficients related to f).

For example set {(i, ..., i) : i ∈ {1, ..., t}} is always good to be the set of identities in
the procedure, because of Shamir’s univariate polynomial. Trusted Authority could in
that case take for instance

∑t−1
i=0X

i
1. We allow more general situations. We also notice

that Trusted Authority could firstly start from sum of monomials and then search for
vectors of identities.

In practice, assuming the Trusted Authority found vectors of identities as above, it
gives the following secure scheme with an interesting property.
The Trusted Authority randomly chooses rj ∈ K, j = 1, ..., t and distributes as shares
to the participants. We look at rj + Ij, j = 1, ..., t, where Ij = (X1 − cj1, ..., Xl − cjl)
is an ideal in R which is public (i.e. (cj1, ..., cjl) is a vector of identity) related to
the j-th participant. From the construction of the Trusted Authority in preliminary
phase, we know that there is at least one element in sets intersection

⋂t
j=1(rj + Ij).

It is since Ma = r has a solution in a, where r = (r1, ..., rt), so that element in the
sets intersection could be g = f · a, because the element g satisfies g(cj1, ..., cjl) = rj,
j = 1, ..., t, and g(cj1, ..., cjl) = rj ⇔ g ∈ rj + Ij, since writing from Theorem 3.1.1
g =

∑l
i=1 ai(Xi − cji) + r we get that r is constant and so, equal to rj. We know from

Theorem 3.2.1 that one can calculate f ′ which is minimal in
⋂t
j=1(rj + Ij) with respect

to quasi-order on polynomials induced from monomial ordering which can be chosen.
Trusted Authority chooses the monomial ordering, calculates f ′ with generalized CRT
algorithm and treats f ′ as a secret polynomial to be reconstructed. He publishes term
ordering that was chosen.

All t participants, knowing rj and Ij for j = 1, ..., t, can reconstruct f ′ from gene-
ralized CRT, as it was done by the Trusted Authority.

Less than t participants, say having shares r1, ..., rt−1, can not find f ′ since for every
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possible rt that could have been randomly chosen, there is one corresponding f ′ such
that f ′(ct1, ..., ctl) = rt, which gives a one to one relation. It is what we wanted to show
to have an access structure.

Remark 3.2.4. Notice that the participants do not know a priori the degree of f ′.

At the end we comment that one can construct a simple ideal (t, n) threshold
scheme, which makes use of a multivariate polynomial. It is only an extension of the
well known linear constructions. We proceed as follows:

Using the notation from above, Trusted Authority finds as previously k = t mono-
mials forming a vector f, and vectors of identities for n participants, such that any set of
t vectors forms a non-singular, related monomial-id matrix (rows are monomial-id-rows
related to those t vectors). Then he publishes a vector f. Trusted Authority randomly
chooses a vector of coefficients a. Knowing g = a · f he distributes the shares as values
of g in vectors of identities. Then he chooses a vector u such that f(u) is not in any
subspace spanned by t− 1 monomial-id-rows (equivalently a matrix having these t− 1

monomial-id-rows and additional row of f(u) is nonsingular). The scheme, where g(u)

is the secret and u is publicly given (so f(u) is public), is then secure, where the proof
is as of Proposition 1.2.1. Since, we recall, in a scheme where xi is a vector known by
i-th participant, having a publicly known vector v and a secret v · a for some random
vector a, if xi · a = si are shares, then participants from certain set can reconstruct
from their shares v · a iff vectors xi that are known to participants of this set span
a subspace which contains v. Comparing to extended Blakley’s scheme, the case here
is that all vectors of identities form related rows of matrices with a use of f. These
monomial-id-rows are vectors xi from above, and vector v = f(u).

Remark 3.2.5. Looking at the number of variables the Trusted Authority used while
constructing f we notice that a vector of identity of (general) length l is related to a
row of matrix of the length t.

3.3. Proposition for generalized secret sharing

For the generalized secret sharing, we present the considerations, where proposed is a
scheme for a general access structure, to securely reconstruct a multivariate polyno-
mial, or securely reconstruct a value at publicly known point.
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In the setting, the share of each participant is a polynomial fj, where fj is reduced
form modulo Gröbner basis for an ideal Ij of certain chosen polynomial f . Publicly
known ideals Ij assigned each to participant are such that there is a distinguished ideal
I that is a proper subset of Ij for every j. What is more

⋂
Ij = I whenever intersected

are ideals of participants from the privileged group. The set of all general CRT solutions
of privileged set would be f ′ + I for certain constructable polynomial f ′. We can take
f(a) as the secret for certain element a ∈ K that would be given. Ideals Ij assigned to
the participants are constructed as in the following approach.

For certain monotonic family Γ and related to it, family of maximal unprivileged
sets proceed as follows, as in Section 1.3 in anti-monotonic family based approach.
Distribute appropriately large set of non-associated irreducible polynomials g1, ..., gk,
that would form the generators of I, to the participants such that privileged sets
of participants have all the polynomials gj for j = 1, ..., k and participants of an
unprivileged set do not have certain polynomial (at least one) related to that set.
The set {gσ1 , ..., gσs} related to the participant in a process of distribution forms an
ideal Im = (gσ1 ...gσs) which is assigned to the participant. Polynomials g1, ..., gk can
be publicly known. Since R is unique factorization domain every irreducible element is
prime and we have

Im = (gσ1 ...gσs) = (gσ1) ∩ ... ∩ (gσs).

Now any subset of participants, from their shares can calculate f ′ +
⋂
Ij knowing that

one of the representatives is f . Privileged sets can calculate f ′ + I. We can take

f = f0 +
∑

1¬i1<...<ik−1¬k
ci1...ik−1gi1 ...gik−1 ,

where deg(f0) < deg(g1...gk) (or just f0 = 0) and constants ci1...ik−1 are chosen at
random with respect to uniform distribution on K.

Assume that we took such polynomial f . In this case we work with the degree
lexicographic order, hence the quasi-order on polynomials in R is induced from it. We
use Theorem 3.2.1.

The participants of a privileged set have the information that f ∈ f ′ + I, that is
f = f ′ + hg1...gk for certain h ∈ R and f ′ is minimal in f ′ + I with respect to quasi-
order, hence in particular deg(f ′) ¬ deg(f). Writing f − f ′ = hg1...gk, since the degree
of f − f ′, gives h = 0 and the polynomial f ′ calculated by the privileged set is f .

On the other hand, looking at an unqualified set, every of its participants does not
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have a polynomial, without loss of generality say gk in the product that generates his
related ideal Ij. Hence, having as his share f reduced modulo Gröbner basis for Ij he
has no information about c1...k−1 since for any constant c both f and fc = f+cg1...gk−1

give the same reduced forms modulo Ij (uniqueness of remainder modulo Gröbner basis
in Theorem 3.1.1). Hence, for these participants equally f and fc could be chosen as
the secret polynomial, which is what we wanted to show. Looking at field K, if the
Trusted Authority ensures that for a ∈ K that he chooses there is gi(a) 6= 0 for all
i = 1, ..., k, then as in our case cg1(a)...gk−1(a) could be any element of K with same
probability so unqualified set of participants does not have any information about f(a).

Remark 3.3.1. We have an advantage, which is that when participants have as their
secret shares nonconstant polynomials, the Trusted Authority who was responsible for
constructing the shares and securely sent them to the participants, is also able to secretly
give information to the participants. For that he, knowing the polynomial of specific
participant, chooses the point for that participant and announces it. The participant
can read the information by calculating at that point the value of the polynomial.

Remark 3.3.2. Notice, while having publicly known ideals of the participants in the
access structure, everyone can encrypt a polynomial of the described form by calculating
appropriate reduced forms and sending them respectively to participants. Accordingly to
our (broader) definition of an access structure, the privileged sets in the structure are
able to reconstruct it, and unprivileged are not.

Remark 3.3.3. After an entity sent an encoded polynomial as shares in the group, he
is able to choose the values for a related to the secret value f(a). That gives another
method for the dynamism of the secret itself when the shares were already given (an
other way is to announce s0 − f(a) for some chosen s0).

We comment that considerations in Section 1.3 also imply a basic secure scheme for
sharing a single polynomial in a general access structure, where shares are sets of po-
lynomials. For that take a polynomial f = f1 + ... + fk as the secret, where fi for
i = 1, ..., k are randomly chosen polynomials appropriately distributed among the par-
ticipants as in the approach based on anti-monotonic structure (k is an appropriate
number of elements to be distributed). Then the entities in a privileged set have all the
shares, that is the set {f1, ..., fk}, and participants from given unprivileged set do not
have certain polynomial fs for s ∈ {1, ..., k}. This simple method is obviously secure.
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We will give an example of our construction for already considered monotonic structure
from Example 2.3.1.

Example 3.3.1.
Let the set of entities X = {P1, P2, P3, P4} and the family of basis sets
B = {{P1, P2}, {P1, P3}, {P2, P3}, {P1, P4}}.
The related anti-basis is
N = {{P1}, {P2, P4}, {P3, P4}}.
Let N1 = {P1}, N2 = {P2, P4}, N3 = {P3, P4}.
We will share a multivariate polynomial from Fq[X1, ..., Xl].
First we construct public ideals for participants with a method based on approach with
anti-basis:
We choose g1, g2, g3, non-associated irreducible polynomials (3 since |N| = 3). Accor-
dingly to the method of distribution, we give g1 to every participant except those in
N1, then g2 to everyone except the participants in N2, then g3 to everyone except those
who are in N3. After all:
P1 receives the set {g2, g3} and his related ideal is I1 = (g2g3) = (g2) ∩ (g3),
P2 receives the set {g1, g3} and his related ideal is I2 = (g1g3) = (g1) ∩ (g3),

P3 receives the set {g1, g2} and his related ideal is I3 = (g1g2) = (g1) ∩ (g2),

P4 receives the set {g1} and his related ideal is I4 = (g1).
Let I = (g1g2g3).
We choose a polynomial that we want to share, it has a form

f = f0 + c1g1g2 + c2g1g3 + c3g2g3,

where ci, i = 1, 2, 3 are chosen randomly from Fq, and f0 is any polynomial we like,
that has degree less than deg(g1g2g3). We choose a ∈ Fq such that gi(a) 6= 0, i = 1, 2, 3

and make it public.
Shares:
We find fj which is a reduced form of f modulo Gröbner basis of Ij and give fj to
participant Pj as a share, for j = 1, 2, 3, 4.
That means fj is a remainder in the division theorem, i.e. Theorem 3.1.1 for f modulo
Gröbner basis of Ij. Our situation is simple since Ij is principal and its generator
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is a Gröbner basis for Ij (it is easy to show, since if J = (h) we get the equality
(lt((h))) = (lt(h)) as was required for h to be a Gröbner basis).
Take

h1 = g2g3, h2 = g1g3, h3 = g1g2, h4 = g1 .

We have Ij = (hj), j = 1, ..., 4.
Writing from the Theorem 3.1.1

f = ajhj + fj .

The polynomial fj is the share of participant Ij.

We show that participants from sets of B, from their shares, can reconstruct f .
Let us look for example at the participants P1 and P2.
There is

I1 ∩ I2 = (g2) ∩ (g3) ∩ (g1) ∩ (g3) = (g1) ∩ (g2) ∩ (g3) = (g1g2g3) = I .

In the Theorem 3.2.1 we fix monomial order as degree lexicographic. Then quasi-order
on polynomials is induced from it.
Next in the Theorem 3.2.1, for the ideals I1 and I2 and set of polynomials f1, f2, we
have that set (f1 + I1) ∩ (f2 + I2) is non-empty because f is in the intersection (it can
be seen where we wrote f from Theorem 3.1.1).
We find f ′ with generalized CRT algorithm. We know that

f ′ + I1 ∩ I2 = (f1 + I1) ∩ (f2 + I2) .

So f ′+I = (f1+I1)∩(f2+I2). We know about f ′ that it is minimal in (f1+I1)∩(f2+I2).
Since f is also an element of that set, it means that f ′ is smaller than f with re-
spect to quasi-order induced by degree lexicographic order on monomials. That implies
deg(f ′) ¬ deg(f). Our f was chosen such that deg(f) < deg(g1g2g3).
Thus, we also have, deg(f − f ′) < deg(g1g2g3).
Since f ∈ f ′ + I we can write f = f ′ + hg1g2g3. Then f − f ′ = hg1g2g3. So h = 0 and
f ′ = f , they reconstructed f . They can read f(a). For other sets in B it is similar.

We will show that participants of an unprivileged set can not reconstruct f .
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We take for example N3 = {P2, P4}.
Both P2 and P4 haven’t received g2 and their ideals I2 = (g1g3) and I4 = (g1).
From their shares f2 and f4, they know nothing about the part c2g1g3 that is in

f = f0 + c1g1g2 + c2g1g3 + c3g2g3.

It is because fc = f + cg1g3 would give them the same shares, if chosen (that is if there
was chosen different coefficient of g1g3 in f). It is so, since g1g3 is both in I2 and I4.
We show that for example for the participant P4:
We know that f4 is reduced form of f modulo I4, that is f = a4g1 + f4.
Then,

fc = f + cg1g3 = a4g1 + f4 + cg1g3 = g1(a4 + cg3) + f4 .

From the uniqueness of remainder in Theorem 3.1.1 for set being Gröbner basis, we
have that f4 is also reduced form of fc modulo I4 (it was before, so we know that it is
either 0 or is not divided by leading terms of polynomials in Gröbner basis).
Similarly for participant P2 we get that f2 is reduced form of fc.

That means participants P2 and P4 can not determine randomly chosen part c2g1g3
in f because they do not have any information about it (if one has chosen different
coefficients of g1g3 in f then P2, P4 would still have the same shares).
From that reason, since g1(a)g3(a) 6= 0, they can not determine the value f(a) as well.

In practice, for sharing scheme in a general access structure we could use a third
party, as it was said in the beginning of this chapter, so that the meetings of the
participants are independent.
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Chapter 4

Pairing based constructions for
general access structures

At the beginning we will introduce notation and elementary concepts. Then we will
move to applications based on bilinear pairing for general access structures. Our con-
structions result in general access structure based signature schemes, that are based on
a framework used also by Pomykała, while considering signature scheme using generali-
zed Asmuth-Bloom sequence and CRT-Ore algorithm. We include presentation of this
method. In our designs we show that other methods of encrypting monotonic access
structure considered in the thesis can be used for the signature scheme. To encrypt a
monotonic access structure in the proposal for signature schemes we use the following
methods:
- method based on generalized Asmuth-Bloom sequence which uses CRT-Ore algorithm
- method based on extended Blakley’s scheme, originating in considerations of Brickell
- method based on logical formulae introduced by Benaloh and Leichter
- method based on plain set-theoretic approach that we have introduced in the thesis.
The considerations are meant to be treated as a theoretical proposal.

We remark that considerations presented while designing signature schemes can be
applied to the construction of general access structure based group decryption schemes.

The base for the presented constructions are the properties of bilinear pairing on
elliptic curve over finite field. In the preliminary section we introduce background for
further applications.
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4.1. Elliptic curves and bilinear pairings

Firstly, we give the preliminaries. Let K be a field, K its algebraic closure. An elliptic
curve E over K is a smooth projective plane cubic curve with a distinguished point
called the point at infinity, denoted by O. It is given, up to a birational transformation,
by a non-singular Weierstrass equation

y2z + a1xyz + a3yz
2 = x3 + a2x

2z + a4xz
2 + a6z

3 .

After de-homogenisation we have an affine Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6 .

If the field characteristics is different from 2 and 3 Weierstrass equation is isomorphic
over K to y2z = x3 + a4xz

2 + a6z
3 (a commonly considered affine version of which is

y2 = x3+ a4x+ a6) and non-singularity condition is equivalent to 4a34+ 27a26 6= 0 in K.
If L is any field extension of K, by E(L) we denote the set of L-rational points of E.

Together with O these points form an abelian group, where O is its identity element.
The group of n-torsion points of an elliptic curve is E[n] = {P ∈ E(K) | nP = O}. We
also denote E(K)[n] = {P ∈ E(K) | nP = O}. By µn = {x ∈ K | xn = 1} we denote
the group of n-th roots of unity in K. In our considerations we will be interested in
curves defined over a finite field of q elements: Fq, and its extensions in a fixed algebraic
closure Fq.

We present applications for general access structures that are based on bilinear pairings
on elliptic curves. In general (as in [31]), for an abelian additive n-torsion groups
G1 = (G1,+, 0) and G2 = (G2,+, 0), and a multiplicative group G3 = (G3, ·, 1), pairing
is a mapping

e : G1 ×G2 → G3 .

In our considerations pairings have the following, standard properties:
Bilinearity: For any P, P ′ ∈ G1 and any Q,Q′ ∈ G2

e(P + P ′, Q) = e(P,Q)e(P ′, Q) and e(P,Q+Q′) = e(P,Q)e(P,Q′).

Non-degeneracy: For any nonzero P ∈ G1 there is Q ∈ G2 such that e(P,Q) 6= 1, and
also for any nonzero Q ∈ G2 there is P ∈ G1 such that e(P,Q) 6= 1.
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On elliptic curves over finite fields there are two pairings most often considered, the
Weil pairing and the Tate-Lichtenbaum pairing. Let E be elliptic curve over Fq. The
Weil pairing is a non-degenerate bilinear map:

en : E[n]× E[n]→ µn ,

where n is coprime to characteristics of the field over which we consider our curve E.
The Tate-Lichtenbaum pairing on the other hand is a non-degenerate bilinear map:

tn : E(Fqk)[n]× E(Fqk)/nE(Fqk)→ F∗qk/(F
∗
qk)

n ,

where gcd(n, q) = 1 , n | #E(Fq) and k is the embedding degree of E with respect to
q and n, i.e. the order of q in Z∗n.
For references related to pairings, one could for example see [31], [33].

In our applications we assume having a setting when pairing e is efficiently com-
putable, which means that there exist an efficient algorithm to compute e(P,Q) for
any P ∈ G1, Q ∈ G2. Weil pairing and Tate-Lichtenbaum pairing could be efficiently
computed with Miller’s algorithm [42]. We also assume that the discrete logarithm pro-
blems are hard in G1 and G2 and that we are working in a Gap Diffie-Hellman group.
We give a notation that is used. Let G be a cyclic additive group of prime order p
generated by P and let a, b, c ∈ Zp.

Definition 4.1.1. Discrete Logarithm Problem - DLP: Given P,Q ∈ G find, if exists,
an integer k such that Q = kP .

Definition 4.1.2. Computational Diffie-Hellman Problem - CDHP: Given a triple
(P, aP, bP ) find the element abP

Definition 4.1.3. Decision Diffie-Hellman Problem - DDHP: Given a quadruple
(P, aP, bP, cP ) decide whether c = ab (mod p).

Definition 4.1.4. Gap Diffie-Hellman Problems - GDHP: A class of problems where
CDHP is hard but DDHP is easy. We call the related group the GDH group.

Being easy here means that DDHP can be solved in polynomial time, but there is
no probabilistic algorithm that can solve CDHP with non-negligible advantage within
polynomial time (see also [43], [13], [16]).
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Having a bilinear pairing e that for a point P ∈ G is such that e(P, P ) has order
p, one can solve DDHP by calculating e(aP, bP ) and comparing it to e(P, cP ), where
(P, aP, bP, cP ) is a quadruple to be tested. This is often the case, however not for Weil
pairing, where for all points P ∈ E[n] there is en(P, P ) = 1. Tate-Lichtenbaum pairing
in cryptography is used more often. However it goes into quotient group and we would
rather have specified values instead of cosets. This is resolved by introducing modified
(also called reduced) Tate-Lichtenbaum pairing τn. We shortly show the idea behind.
For embedding degree k, there is µn ⊆ F∗qk . Since F∗qk is a cyclic group of order qk − 1,
we have a homomorphism defined by taking the power of (qk − 1)/n:

F∗qk/(F
∗
qk)

n → µn

It is an isomorphism if we known that field extension Fq(µn) = Fqk , i.e. when Fq(µn)

is not a proper subfield of Fqk . This is fulfilled for example for embedding degree 1.
Hence, we define modified (reduced) Tate-Lichtenbaum pairing as:

τn = t(q
k−1)/n

n .

What is more, first isomorphism theorem gives that E(Fqk)[n] has the same cardinality
as E(Fqk)/nE(Fqk). Then, for n = ` being prime number, if in E(Fqk) there are no
points of order `2, since being isomorphic, we can represent E(Fqk)/`E(Fqk) as E(Fqk)[`]
and treat modified Tate-Lichtenbaum pairing similarly as Weil pairing, that is:

τ` : E(Fqk)[`]× E(Fqk)[`]→ µ`

We also state here related theorem of Balasubramanian and Koblitz [2]:

Theorem 4.1.1. Let E be an elliptic curve over Fq. For ` prime dividing #E(Fq) but
not dividing (q − 1), if gcd(`, q) = 1 it is: E[`] ⊆ E(Fqk) ⇐⇒ ` | (qk − 1) .

Thus, in our case, if embedding degree k > 1 and ` is prime, we can write E(Fqk)[`] as
E[`] in modified Tate-Lichtenbaum pairing domain, just as in the case of Weil pairing.

In our applications we make use of these observations when writing that bilinear
pairing e, that we take, is given on the product G×G of finite cyclic groups (for ` being
prime different from the base field characteristics, we can generate G by choosing point
of order ` from E[`], and we find one since in that case, E[`] ∼= Z` × Z`, [55] col. 6.4).
Next, if we as mentioned earlier, want our pairing Weil or modified Tate-Lichtenbaum
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to satisfy e(P, P ) 6= 1 for P of prime order `, we can use endomorphism of E. By
endomorphisms of elliptic curve E over Fq we mean homomorphisms from E(Fq) to
itself given by rational functions. We state appropriate lemma ([31] IX.7.3, after [56]):

Lemma 4.1.1. Let P ∈ E(Fq) have prime order ` and suppose k > 1. For E(Fqk) not
having points of order `2, φ an endomorphism of E, we have that if φ(P ) /∈ E(Fq),
then e(P, φ(P )) 6= 1.

For a prime ` and a point P ∈ E(Fq)[`], we call a distortion map that kind of
endomorphism, that further modify bilinear pairing, so that e : E[`] × E[`] → µ` is
non-degenerate on P . If a curve is supersingular, looking at E(Fq)[`], if embedding
degree k > 1, then for any P ∈ E(Fq)[`] \ {O} a distortion map exist ([33], [56]). In
our applications we can use that kind of modified Tate-Lichtenbaum or Weil pairings,
on certain supersingular curves which are related to GDH groups (see [16], [3]).

At the end we also notice an asset of bilinear pairing that we make use of. In similar
fashion as before when looking at DDHP, they allow to prove that two elements P ′

and Q′ of G are the same multiplicities of group elements P and Q modulo order of
e(P,Q) respectively. We calculate and compare e(P,Q′) with e(P ′, Q). This property
allows verification of signature shares in signature scheme as will be further presented.

4.2. General access structure based signature and de-

cryption schemes

We show an extension of considerations of Pomykała related to general access structure
based aggregated signature scheme. Extension allows different methods of encrypting
monotonic access structures in the signature scheme. The proposal for signature scheme
considered by Pomykała is based on CRT-Ore algorithm [45] and uses the generalized
Asmuth-Bloom sequence. From the perspective introduced in this thesis one can no-
tice that it is based on the method of encoding the monotonic structure from Section
2.1 with a function f being LCM . We show how to use different presented in this
thesis methods of encrypting monotonic access structures, to achieve similar results
for the construction of signature scheme. Other considered methods are: method with
extended Blakley’s scheme which can be found in Section 1.2, method based on logical
formulae from Section 2.1, and our plain set-theoretic method based on anti-monotonic
approach with an abstract function f , introduced also in Section 2.1.
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We present the scheme.
First, there is a preparation phase which is performed by the Trusted Authority. The
Trusted Authority gives participants their public and private keys.
Setup
The Trusted Authority determines the bilinear structure (G, e,Q,H), where e is a bili-
near map on the product G×G of finite cyclic groups of order q. Now q that we consider
is not related to the number of field elements over which an elliptic curve is defined,
as it was previously. In practice, for q being a prime, for a supersingular curve E(K),
where K = Fr for r being some prime power, and char(K) 6= q, the bilinear pairing
e could be modified Weil or modified Tate-Lichtenbaum pairing on some subgroup G
of q-torsion points that is nontrivial (i.e. 6= {O}, G, hence of order q), and which is a
GAP group. Let Q be generator of G and H : {0, 1}∗ → G the suitable secure hash
function.

To distribute private and public keys of the participants by Elgamal’s method [26],
the Trusted Authority defines the cyclic group G′ of order q′ with generating element
Q′ such that discrete logarithm problem is hard in G′. Number of elements q′ has to
be large enough, so there are enough points in G′ to map into G′ any possible share
of participants, and as we will further see it is enough that q′ ­ q. He also publishes
easily invertible injection map h : {1, ..., p} → G′ where p is appropriately large to
allow transformation of all possible shares into points in G′.

The Trusted Authority generates the random private keys dj ∈ Zq′ of the group mem-
bers and publishes the corresponding public keys Dj = djQ

′.

The Manager chooses the monotonic structure Γ. In relation to it and the method of
encrypting Γ he publishes necessary public values for the reconstruction as follows:

For the method that uses CRT-Ore algorithm, generalized Asmuth-Bloom sequence
and is based on anti-monotonic approach (denote it [AB]), he publishes the Asmuth-
Bloom sequence (q, p1, ..., pn) related to Γ. He also defines the modulus up to which
solutions in CRT-Ore algorithm are equivalent, as π = lcm(p1, ..., pn).
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For the method with extended Blakley’s scheme (denote it [EBS]), assuming q is
prime, after choosing participants vectors with coefficients in Ftq forming vectors of
identities which define Γ with respect to v ∈ Ftq, he publishes v and all id vectors of
participants.

For the method based on logical formulae and chosen additive share distribution me-
thod in Zq (denote it [LF]), he publishes the formula that defines Γ.

For the plain set-theoretic method based on anti-monotonic approach with an abs-
tract function f (denote it [PST]), he publishes the family of basis sets B. In that case
he announces the following chosen operations, so that there were secure operations on
shares, and a way of computing them:
For the family F being the set of values of f (or any family that contains that set),

∗ : F×G→ G

is such that for any set A from the domain of f , assuming that set S from the description
of f is a subset of Zq (so the domain of f is in the power set 2Zq), for any Q ∈ G, there
is:

f(A) ∗Q = (
∑
ai∈A

ai)Q

and
� : G×G→ G

such that for any sets A,B from the domain of f , any Q ∈ G, there is:

f(A) ∗Q� f(B) ∗Q = f(A ∪B) ∗Q .

The Manager selects a key that is the base for the group signature:
Key generation
In [AB] the element responsible for signature scheme would be, selected by the Mana-
ger, random x ∈ Zq. We choose randomly an element a mod π such that s = x+aq < π.
The secret key that would be related to the group signature is s. The Manager defines
the group public key: S = sQ = xQ.
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In [EBS] the secret key would be s = a · v, where random vector a comes from
taking coefficients of secret polynomial in the scheme description and v is a vector
determining Γ as in Proposition 1.2.1. The group public key is: S = sQ.

In [LF] the secret key is s ∈ Zq that will be distributed to the participants as it
was described having an access structure implied by possibly nested logical formula.
The group public key is: S = sQ.

In [PST] the secret key is s =
∑
ai∈U ai, where U =

⋃
i Si and we sum all Si, sets

related to shares of participants in the description of f (thus f(U) is the secret distri-
buted in the scheme). The group public key is: S = sQ

Now there is a phase of shares distribution performed by the Manager:
Shares Distribution
The Manager sends shares to chosen set of potential signers W = {Pi : i ¬ l}.
We numerate the participants without loss of generality, with possible renumbering.
Notice that it can also be W = X, the set of all participants, however here it is that
additional possibility. He publishes the list

L = (V1, E1, ..., Vl′ , El′) ,

where l′ ­ l and Vi = siQ (except in [PST] where Vi’s are different and their number
may be smaller than Ei’s). As in Elgamal’s method, for randomly chosen r ∈ Zq′ there
is Ei = (rQ′, Q′i + rDi), where Q′i = h(si) for i = 1, ..., l′ is the corresponding point of
G′. Elements si related to shares depend on method of encrypting monotonic structure
as follows:

In [AB] l′ = l and the Manager computes the shares si = s mod pi for i = 1, ..., l. He
also precomputes and publishes CRT-Ore coefficients for those privileged sets B ∈ Γ

for which B ⊆ W . That is, taking any such B, he finds coefficients ai, bi for i = 1, ..., |B|
related to B, such that (

∑
aibisi) mod π = s, where the sum is over all i related to

the participants in B.

In [EBS] l′ = l and the Manager computes the shares si = a · vi, where vi is identity
of i− th participant.
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In [LF] shares, being additive parts of s are distributed as it was written while pre-
senting the scheme. In that case since there is possible need of sending multiple shares
to single participant, l′ can be larger than l. Eventually, all the shares of a participant
are sent as different si’s.

In [PST] share of i-th participant is a set being the value of f(Si) and Manager sends
with a use of Elgamal’s method all the elements of f(Si). Sent are Vi = (

∑
ak∈Si ak)Q.

We move to the signing procedure.
Signing
Assume that the authorized group B of signers from Γ, related to the list L, wants to
sign the messages m1, ...,mk. Let M = (m1, ...,mk). Firstly, every signer from B for
every cryptogram dedicated to him, decrypts the cryptogram Ei, then by inverting h
he receives the share si. Next:

In [AB] he uses related to the group B, public coefficients ai, bi for i = 1, ..., |B|
yielding the signature share

σi(mj) = aibisiH(mj) .

The signers broadcast them within the group B.
Every member of B checks if e(σi(mj), Q) is equal to e(aibiH(mj), Vi). If so, the signa-
ture of the group B is the tuple [M,B, σ], where

σ =
∑
j

σ(mj), with σ(mj) =
∑
i

σi(mj).

In [EBS] we know from the construction (Proposition 1.2.1) that vector v lies in the
subspace spanned by vectors of identities of participants in B. Then knowing their
vectors of identities vi for i = 1, ..., |B| they can find elements ci ∈ Fq such that∑
civi = v (so there is also

∑
cisi = a · v = s). Then, after only finding coefficients ci

with a use of the vectors of identities they proceed as follows: the signature shares are

σi(mj) = cisiH(mj)
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which signers broadcast within the group B. Every member of B checks if e(σi(mj), Q)

is equal to e(ciH(mj), Vi). If so, the signature of the group B is [M,B, σ] defined as
before.

In [LF] participants from B choose those shares from sets of shares they received that
sum up to s. We consider here only the additive method, leaving threshold possibilities.
However, this can also be generalized allowing threshold distribution similarly as it was
shown above, where the coefficient of si is ’accumulated’, that is multiplied accordingly
by other found coefficients from upper parts of the formula (there are publicly distri-
buted id’s for reconstruction), so that eventually

∑
cisi = s, where we sum all si that

take place in the reconstruction. With additive method there is simply
∑
si = s (all

computations in Zq). There can be many shares from single participant. Let
∑
k∈Ui sk

be the sum of i-th participant’s shares that take part in the reconstruction in B. The
i-th participant announces the set of indices Ui. The signature shares are

σi(mj) = (
∑
k∈Ui

sk)H(mj) .

After broadcast of signature shares within the group B participants check if equal are
e(σi(mj), Q) and e(H(mj),

∑
k∈Ui Vk). If so, the signature of the group B is [M,B, σ]

as earlier.

In [PST] i-th participant has his share f(Si). The signature shares are then

σi(mj) = f(Si) ∗H(mj) ,

where ∗ is the defined operation. Signatures are broadcast within the group B, then
participants check if e(σi(mj), Q) equals e(H(mj), Vi). If so, the signature of the group
B is [M,B, σ], where

σ =
∑
j

σ(mj), with σ(mj) =
∑
i

� σi(mj),

where � is an addition operation in the sum
∑
i

�.
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Verification of the signature:
Verification
To verify the signature one checks the validity condition, that is if equal are:

e(σ,Q) and
∏
j

e(H(mj), S) .

Remark 4.2.1. It is possible in a similar fashion, using Elgamal’s idea, to propose
general access structure based group decryption schemes. Then the privileged groups
would be able to decrypt an encrypted message. A sender generates the shares for the
decryption group, as in the proposal for signature scheme above, then encrypts the
message. Encrypting the message M is performed using Elgamal’s method to calculate
(rQ,M + rS) with random r, where the group public key S = sQ is constructed as
above. The group decrypts the message by finding srQ = rS with a use of their shares.
We notice that Elgamal’s encryption is used in two different ways: to send shares for
the participants as in the method above, and to encrypt the message.
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