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#### Abstract

Our research is directed to quasi-static evolution of thermo-visco-elastic models. We assume that the material is subject to two kinds of mechanical deformations: elastic and inelastic. Moreover, our analysis captures the influence of the temperature on visco-elastic properties of the body. The subject of this dissertation is to study a thermodynamically consistent models which describe such type of phenomena related to Mróz model, Norton-Hoff-type model and model with growth conditions in Orlicz spaces.

The proofs base on two level Galerkin approximation. We present the construction of approximate solutions and discuss their existence. Moreover, the problem of low data regularity in parabolic equation appears for considered models. The paper presents two possible ways how to deal with it, i.e. the approach of Boccardo \& Gallouët and the approach of renormalized solutions.

We provide proofs regarding existence of solutions to thermo-visco-elastic models in a simplified setting, namely the thermal expansion effects are neglected. Consequently, the coupling between the temperature and the displacement occurs only in the constitutive function for the evolution of the visco-elastic strain.
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## Streszczenie

Nasze badania koncentrują się na analizie modeli termo-lepko-sprężystych opisujących ewolucję quasi-statyczną. Rozważamy modele, które łączą odkształcenia odwracalne (sprężyste) i nieodwracalne (lepko-sprężyste). Dodatkowo, pojawienie się w modelu odkształceń nieodwracalnych związane jest z dysypacją energii mechanicznej i pojawieniem się efektów cieplnych, które również są przedmiotem analizy.

Przedmiotem badań prezentowanych w niniejszej pracy są modele termodynamicznie domknięte opisujące to zjawisko. Dowodzimy istnienia rozwiązań dla modelu Mroza, modelu typu NortonaHoffa i modelu z warunkami wzrostu w przestrzeniach Orlicza.

Dowody istnienia rozwiązań oparte są na dwustopniowej aproksymacji Galerkina. Prezentujemy konstrukcję rozwiązań przybliżonych oraz dowodzimy ich istnienia. Ponadto, w rozważanych modelach pojawia się problem niskiej regularności danych w równaniu przewodnictwa cieplnego. Rozważamy dwa sposoby rozwiązania tego problemu, tj. podejście Boccardo \& Gallouëta oraz podejście oparte na teorii rozwiązań zrenormalizowanych.

Dodatkowo zakładamy, że rozważane materiały nie ulegają rozszerzalności cieplnej. W związku z tym, zależność przemieszczenia i temperatury jest spowodowana tylko przez funkcję konstytutywną opisującą ewolucję tensora lepko-sprężystego.
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## Chapter 1

## Introduction

The objective of this dissertation is to show the existence of solution to special class of models which describes deformation of solid material. We consider the material body which occupies the domain $\Omega$ and is treated by external forces and heat flux through the boundary. There are many different types of such phenomena. Our goal is to study the visco-elastic type of deformation. Moreover, we also take into account changes of temperature because what happens during this phenomena is loss of energy. The result of such situation is the naming convention used to describe this class of models, i.e. thermo-visco-elastic models.

Different properties of deformations cause their different naming convention. Let us start with elasticity. If the deformation is reversible and the mechanical energy is not dissipate, i.e. after termination of action of external forces the body returns to its initial state, we say that this is an elastic deformation. Moreover, if the strain is proportional to stress we say that this is a linear elasticity. To classify the inelastic deformation, we use a book of Duvaut and Lions, see [26].

If there exists the region where the deformation is elastic and after some threshold the deformation starts to be inelastic we add a suffix plastic to describe it (elasto-visco-plastic, rigidperfectly plastic, plastic with work hardening, elastic-perfectly-plastic). When the external forces start acting on the material, firstly the elastic deformation appears, however it occurs only till specified threshold, after which deformation ceased to be elastic.

When no such threshold exist and there are two types of deformation from the beginning of action of external forces we say that this deformation is visco-elastic. We focus on visco-elastic types of materials in this dissertation.

It is obvious that the properties of the material depend on many different factors, e.g. the temperature. Hence, all models hold only in some specific regimes. The same material in different temperature may be characterized by different properties. Let us take the rubber which is elastic in the room temperature. The same rubber in the temperature of liquid nitrogen is brittle. In this dissertation, we focus on the process in such temperature regimes that they have no influence on material properties.

In the case of inelastic deformations, the relation between stress and strain may be time dependent, e.g. the reaction of material depends on the speed of load. Elastic material does not care how fast the load is applied. However, if the stress rate does take into account this relation we say that material is viscous.

For the visco-elastic materials we may observe many different phenomena, e.g. creep, stress relaxation or phase shift in stress response if sinusoidal load is applied. Here, we do not focus on this phenomena. We only want to stress that such phenomena happen. Thanks to that, the visco-elastic materials have many applications, e.g. as energy absorbers (damping the vibrations), noise reducer (in HH-53C rescue helicopter produced by Sikorsky), car bumpers or in computer
devices to protect them from mechanical shock, see 47. Many materials which behave elastically at room temperature attain the visco-elastic properties after heating.

There are many visco-elastic materials, e.g. synthetic polymers, wood, human tissue (ligaments, tendons or disc in human spine) or some metals in specific temperature. It is important to take into account the properties of material in engineering, designing or during physical experiments. In some situations the visco-elastic properties are desirable and in some they are not, e.g. material which is not visco-elastic must be used in the filaments in light bulbs. Many metals in so heigh temperature (greater than $3000^{\circ} \mathrm{C}$ ) creep, hence the filaments are made from tungsten which is not visco-elastic in this temperature.

Following [11, 18, 22, 26, 45, 46, 60, 70, 71, 72, 78, 79] we study the quasi-static evolution, i.e. the evolution, which is slow and we neglect the acceleration term in the equation for balance of momentum. As mentioned previously, the reactions of visco-elastic materials may be different for different loads speed. Our interest is to examine slow and long-time behaviour of materials.

Furthermore, time dependency between stress and strain is defined by evolutionary equation for visco-elastic strain (flow rule). The difference between symmetric gradient of displacement and visco-elastic strain characterizes the deformation which defines the potential energy of the system, i.e. elastic deformation.

Additionally, considerations regarding solid mechanics with thermal effect included should take into account the thermal expansion of the body, i.e. changes of the volume $\Omega$ with changes of temperature. We focus on this problem in [60]. We consider materials which do not change the volume with the changes of temperature.

The most common phenomenon is thermal expansion in a sense that materials expand when temperature increases and contract when temperature decreases. However, there is a group of materials that behave in a different way: materials with negative thermal expansion (denoted by NTE) and zero thermal expansion (denoted by ZTE). ZTE materials prevent or reduce resulting strain or internal stresses in systems subject to large temperature fluctuations. Their behaviours are different than our expectations but they have many technical applications, e.g. they are used in systems that are subject to thermal shock, in functional materials (thermomechanical actuators and space applications, see [66]), in precision engineered parts and microdevices, cf. [23, 51, 66, 67, 68, 88].

ZTE in a single, uncombined material is known only in a few cases, e.g.

- YbGaGe, has negligible volume change between 100 and 400 K , see [66];
- $\mathrm{Mn}_{3} \mathrm{AN}$, where $\mathrm{A}=\mathrm{Cu} / \mathrm{Sn}, \mathrm{Zn} / \mathrm{Sn}$, cf. 76];
- $\mathrm{Fe}\left[\mathrm{Co}(\mathrm{CN})_{6}\right]$, cf. [54];
- $\mathrm{N}\left(\mathrm{CH}_{3}\right)_{4} \mathrm{CuZn}(\mathrm{CN})_{4}$, see 62 .

There are many different components that contain negative and positive thermal expansion materials such that zero thermal expansion material is obtained. However, the case of components is much more complicated than the case considered in our paper. In components, internal stresses appear, which are not subject of our work.

Negative thermal expansion may be observed in: silicon and germanium in very low temperature (less than 100 K ), glasses in the titania-silica family, Kevlar, carbon fibres, anisotropic Invar $\mathrm{Fe}-\mathrm{Ni}$ alloys and $\mathrm{ZrW}_{2} \mathrm{O}_{8}$ (see [55]) in room temperature.

Moreover, we consider the model with infinitesimal displacement. In a consequence, the dependence between the Cauchy stress tensor and $\boldsymbol{\varepsilon}(\boldsymbol{u})-\varepsilon^{\mathbf{p}}$ is linear (generalized Hooke's law, for more details see [60] or [63]). Additionally, we assume that thermal expansion of material is linear. Majority of different approaches involve models that are purely mechanical, namely concern the
theory of inelastic and infinitesimal deformations with the nonlinear inelastic constitutive relation of monotone type, however they neglect all thermal influences, see [2] and also [18, 19, 20, 21]. On the other hand, the mathematical analysis of linear thermo-elasticity is also classical, well understood topic, cf. [44], contrary to an analysis of thermo-inelastic models. By thermo-inelastic models we mean systems consisting of balance of momentum for inelastic deformation and the equation for evolution of temperature. In the literature there are only some results for special models or for simplified models, see [11, 12, 22].

Furthermore, we assume that the visco-elastic part of deformation is an isochoric process. It means that visco-elastic deformation does not change the volume of $\Omega$.

All of the results presented in this dissertation are motivated by the papers of Hömberg [43], Chełmiński and Racke [22]. In [43] author considered the general physical phenomena which, inter alia, consists of thermo-visco-elastic deformation related to Mróz model. However, the dependency between temperature and visco-elastic strain tensor is defined by a general operator. In [22] authors considered the Norton-Hoff model but in isothermal case (with omission of temperature changes). We have generalize their result to temperature dependent problem. Moreover, they assume that the inelastic deformation is not an isochoric process. Considerations of isochoric process contains additional mathematical difficulties such as the fact that test functions are not regular enough.

Moreover, Norton-Hoff-type models and models with growth conditions in Orlicz spaces are approximations of Prandtl-Reuss model, see [22, 79]. Prandtl-Reuss model describes elastic-perfectly-plastic deformation. It means that there exist a threshold such that before it the deformation is elastic and after it the deformation is perfectly-plastic. Perfectly-plastic deformation is such deformation, for which all mechanical energy of external forces is dissipated and after its termination the body does not change its shape and does not come back to any previous state. Perfect-plasticity is a type of irreversible deformation which occurs without any increase in stress or load.

In the literature many different models are considered. For general information we refer the reader to [2, 26, 60]. A lot of information about different models as well ad many various ways to prove the existence of solution may be found there. All simplifications used in this paper are a standard way to consider such problem. However, thermal dependency of visco-elastic constitutive function causes that many methods used before do not work in this case.

This paper presents the reader with new approaches regarding analysis of thermo-inelastic model. First of all, we use Gallerkin approximation to construct the approximate solution of system, see Chapter 2. This requires us to construct proper bases functions. Then, the proof of approximate solutions existence is not trivial. The second novelty is a consideration with regards to heat equation. Assumptions on the visco-elastic functions provide low regular righthand side of heat equation. Using two independent approaches we prove the existence of two different solutions. The first one is a solution of Boccardo \& Gallouet type, see [15]. The second one is a renormalised solution. Both approaches were introduced for heat equation with Dirichlet boundary conditions. We provide the existence of this solution for Neumann boundary conditions, see Chapter 3. Additionally, we apply these approaches to complicated system of equations and not only for a single equation. The last novelty is the proof of solution regarding three thermo-visco-elastic models: Mróz model, see Chapter 4. Norton-Hoff-type models, see Chapter 5 and models with growth conditions in Orlicz spaces, see Chapter 6. Models with growth conditions in Orlicz spaces allow us to consider the nonhomogeneous materials.

### 1.1 Derivation of the model

We start considerations regarding thermo-visco-elastic models with the derivation of model. Our goal is to show that considered system of equations really describes the physical phenomena. Furthermore, following calculations we obtain the relations between terms in different equations, e.g. thermal expansion of $\Omega$ and existence of nonlinear term in heat equation.

Thermo-visco-elastic system of equations, as a consequence of balance of momentum and balance of energy, cf. [30, 50], see also [33], captures displacement, temperature and visco-elastic strain. Since these two principles do not take into account the material properties of considered body, we may complement it by adding constitutive relations which complete missing information. A standard technique in the visco-elastic deformation is to work with two constitutive relations. First one describes the dependency between stress and strains, i.e. this is an equation for the Cauchy stress tensor. To obtain the equation for Cauchy stress tensor we start from physics. Using Helmholtz free energy we get the necessary relation. The entropy for such models is a consequence of statistical mechanics. The second one is a constitutive equation which is characterized by the evolution of visco-elastic strain tensor, named also the flow rule.

### 1.1.1 Balance of momentum

A linear momentum is a conserved quantity. Hence, changes of a linear momentum correspond to the action of external forces, i.e. volume, where $\boldsymbol{f}$ is a density of external volume force, and surface forces which are defined by normal part of Cauchy stress tenor $\boldsymbol{\sigma} \boldsymbol{n}$ to this surface. Let us consider an open subset $\mathcal{O}$ of $\Omega$. Then the balance of momentum has the following form

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathcal{O}} \rho \boldsymbol{u}_{t} \mathrm{~d} x=\int_{\mathcal{O}} \boldsymbol{f} \mathrm{d} x+\int_{\partial \mathcal{O}} \boldsymbol{\sigma} \boldsymbol{n} \mathrm{d} s, \tag{1.1.1}
\end{equation*}
$$

where $\rho$ is the density of the body, $\boldsymbol{\sigma}$ stands for the Cauchy stress tensor and $\boldsymbol{n}$ is an unit outward normal vector to the boundary $\partial \mathcal{O}$ and $\boldsymbol{u}$ is a displacement. Using the Green theorem we obtain

$$
\begin{equation*}
\int_{\mathcal{O}} \rho \boldsymbol{u}_{t t} \mathrm{~d} x-\int_{\mathcal{O}} \operatorname{div} \boldsymbol{\sigma} \mathrm{d} x=\int_{\mathcal{O}} \boldsymbol{f} \mathrm{d} x . \tag{1.1.2}
\end{equation*}
$$

Equation $\sqrt{1.1 .2}$ ) is tantamount to the weak formulation of the following equation

$$
\begin{equation*}
\rho \boldsymbol{u}_{t t}-\operatorname{div} \boldsymbol{\sigma}=\boldsymbol{f} \tag{1.1.3}
\end{equation*}
$$

To be exact, we may observe that in the abovementioned equation we use two different systems of coordinates. Displacement is presented in Lagrangian coordinates and Cauchy stress tensor in Eulerian coordinates. This complication will disappear due to the small displacements hypothesis, because we may approximate stress tensor in Eulerian coordinates by stress tensor in Lagrangian coordinates, cf. e.g. [81, pages 203-205].

### 1.1.2 Balance of energy

The second conservation law used to derive the thermo-visco-elastic system is balance of energy. Let us start with the definition of energy density for this problem. Since we consider the viscoelastic deformation of $\Omega$ and heat flow, we take into account three different types of energy: thermal, potential and kinetic:

$$
\begin{equation*}
e=c \theta+\frac{1}{2} \boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right):\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right)+\frac{1}{2} \rho\left|\boldsymbol{u}_{t}\right|^{2}, \tag{1.1.4}
\end{equation*}
$$

where $\theta$ is temperature and constant $c$ stands for the heat capacity of the body. Moreover, by $\boldsymbol{\varepsilon}(\boldsymbol{u})$ we denote a symmetric gradient of displacement $\boldsymbol{u}: \boldsymbol{\varepsilon}(\boldsymbol{u})=\frac{1}{2}\left(\nabla \boldsymbol{u}+\nabla^{T} \boldsymbol{u}\right)$ and by $\varepsilon^{\mathbf{p}}$ viscoelastic strain tensor. The operator $\boldsymbol{D}$ is a linear, positively defined and bounded operator from $\mathcal{S}^{3}$ to $\mathcal{S}^{3}$, where $\mathcal{S}^{3}$ is a set of symmetric $3 \times 3$-matrices with real entries. Symmetry of $\varepsilon^{\mathbf{p}}$ follows from the material objectivity and isotropy of the material. Thus implies symmetry of $\varepsilon(\boldsymbol{u})-\varepsilon^{\mathrm{P}}$. Tensor $\boldsymbol{D}$ describes the material behaviour, in further coming sections we discuss more precisely operator $\boldsymbol{D}$. Let us define tensor $\boldsymbol{T}$ as follows

$$
\begin{equation*}
\boldsymbol{T}:=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) . \tag{1.1.5}
\end{equation*}
$$

Since deformation may be split into elastic and visco-elastic one, i.e.

$$
\varepsilon(\boldsymbol{u})=\underbrace{\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}}_{\text {elastic }}+\overbrace{\varepsilon^{\mathbf{p}}}^{\text {visco-elastic }}
$$

tensor $\boldsymbol{T}$ stands for elastic stress. The density of global energy may be reformulated as follows

$$
\begin{equation*}
e=c \theta+\frac{1}{2} \boldsymbol{D}^{-1} \boldsymbol{T}: \boldsymbol{T}+\frac{1}{2} \rho\left|\boldsymbol{u}_{t}\right|^{2} . \tag{1.1.7}
\end{equation*}
$$

The changes of global energy of the closed system are equal to the work done on the system and the heat supplied to the system, namely

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}=P_{\text {external }}+\frac{d}{d t} Q \tag{1.1.8}
\end{equation*}
$$

where $\mathcal{E}$ is the global energy of the system, $P_{\text {external }}$ denotes the rate of work of external forces and $Q$ is the heat. Let us again consider an open subset $\mathcal{O}$ of the body $\Omega$. Changes of the global energy in the set $\mathcal{O}$ are then prescribed as follows

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}_{\mathcal{O}} & =\frac{d}{d t} \int_{\mathcal{O}}\left(c \theta+\frac{1}{2} \boldsymbol{D}^{-1} \boldsymbol{T}: \boldsymbol{T}+\frac{1}{2} \rho\left|\boldsymbol{u}_{t}\right|^{2}\right) \mathrm{d} x \\
& =\int_{\mathcal{O}}\left(c \theta_{t}+\boldsymbol{T}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{t}\right)-\boldsymbol{T}: \boldsymbol{\varepsilon}^{\boldsymbol{p}}{ }_{t}+\frac{1}{2} \rho \frac{d}{d t}\left|\boldsymbol{u}_{t}\right|^{2}\right) \mathrm{d} x  \tag{1.1.9}\\
& =\int_{\mathcal{O}}\left(c \theta_{t}+\boldsymbol{T}: \nabla \boldsymbol{u}_{t}-\boldsymbol{T}: \boldsymbol{\varepsilon}^{\boldsymbol{p}}{ }_{t}+\frac{1}{2} \rho \frac{d}{d t}\left|\boldsymbol{u}_{t}\right|^{2}\right) \mathrm{d} x
\end{align*}
$$

where the last equation is caused by symmetry of $\boldsymbol{T}$. The rate of work of external forces acting on the set $\mathcal{O}$ is equal to the rate of work of surface forces and volume forces

$$
\begin{align*}
P_{\text {external }} & =\int_{\partial \mathcal{O}} \boldsymbol{\sigma} \boldsymbol{n} \cdot \boldsymbol{u}_{t} \mathrm{~d} s+\int_{\mathcal{O}} \boldsymbol{f} \cdot \boldsymbol{u}_{t} \mathrm{~d} x \\
& =\int_{\mathcal{O}} \operatorname{div}\left(\boldsymbol{\sigma} \boldsymbol{u}_{t}\right) \mathrm{d} x+\int_{\mathcal{O}} \boldsymbol{f} \cdot \boldsymbol{u}_{t} \mathrm{~d} x \\
& =\int_{\mathcal{O}} \boldsymbol{\sigma}: \nabla \boldsymbol{u}_{t} \mathrm{~d} x+\int_{\mathcal{O}} \operatorname{div} \boldsymbol{\sigma} \cdot \boldsymbol{u}_{t} \mathrm{~d} x+\int_{\mathcal{O}} \boldsymbol{f} \cdot \boldsymbol{u}_{t} \mathrm{~d} x  \tag{1.1.10}\\
& =\int_{\mathcal{O}} \boldsymbol{\sigma}: \nabla \boldsymbol{u}_{t} \mathrm{~d} x+\int_{\mathcal{O}}(\operatorname{div} \boldsymbol{\sigma}+\boldsymbol{f}) \cdot \boldsymbol{u}_{t} \mathrm{~d} x
\end{align*}
$$

On the basis of (1.1.2) we conclude further

$$
\begin{align*}
P_{\text {external }} & =\int_{\mathcal{O}} \boldsymbol{\sigma}: \nabla \boldsymbol{u}_{t} \mathrm{~d} x+\int_{\mathcal{O}} \rho \boldsymbol{u}_{t t} \cdot \boldsymbol{u}_{t} \mathrm{~d} x  \tag{1.1.11}\\
& =\int_{\mathcal{O}} \boldsymbol{\sigma}: \nabla \boldsymbol{u}_{t} \mathrm{~d} x+\int_{\mathcal{O}} \rho \frac{1}{2} \frac{d}{d t}\left|\boldsymbol{u}_{t}\right|^{2} \mathrm{~d} x .
\end{align*}
$$

The changes of the heat are equal to the heat produced by the heat sources in the body (in our case the density of the heat sources is denoted by $r$ ) and the heat flux through the boundary of $\mathcal{O}$

$$
\begin{equation*}
\frac{d}{d t} Q=\int_{\mathcal{O}} r \mathrm{~d} x-\int_{\partial \mathcal{O}} \boldsymbol{q} \cdot \boldsymbol{n} \mathrm{d} s=\int_{\mathcal{O}} r \mathrm{~d} x-\int_{\mathcal{O}} \operatorname{div} \boldsymbol{q} \mathrm{d} x \tag{1.1.12}
\end{equation*}
$$

According to the Fourier's law, the heat flux is proportional to the gradient of the temperature $(\boldsymbol{q}=-\kappa \nabla \theta)$. Using this observation, we obtain

$$
\begin{equation*}
\frac{d}{d t} Q=\int_{\mathcal{O}} r \mathrm{~d} x+\int_{\mathcal{O}} \kappa \Delta \theta \mathrm{d} x \tag{1.1.13}
\end{equation*}
$$

Collecting all components of energy, we get the complete form of energy balance

$$
\int_{\mathcal{O}}\left(c \theta_{t}+\boldsymbol{T}: \nabla \boldsymbol{u}_{t}-\boldsymbol{T}: \varepsilon_{t}^{\mathbf{p}}+\rho \frac{1}{2} \frac{d}{d t}\left|\boldsymbol{u}_{t}\right|^{2}\right) \mathrm{d} x=\int_{\mathcal{O}}\left(\boldsymbol{\sigma}: \nabla \boldsymbol{u}_{t}+r+\kappa \Delta \theta+\rho \frac{1}{2} \frac{d}{d t}\left|\boldsymbol{u}_{t}\right|^{2}\right) \mathrm{d} x .
$$

This equation holds for arbitrary subset $\mathcal{O}$ of $\Omega$, hence it is equivalent to

$$
\begin{equation*}
c \theta_{t}-\kappa \Delta \theta+(\boldsymbol{T}-\boldsymbol{\sigma}): \nabla \boldsymbol{u}_{t}=\boldsymbol{T}: \varepsilon_{t}^{\mathrm{p}}+r . \tag{1.1.14}
\end{equation*}
$$

### 1.1.3 Cauchy stress tensor

Cauchy stress tensor is an equation describing the relation between the stress and the strain. We start with physical properties of Cauchy stress tensor. Let us observe that Cauchy stress tensor, as a physical quantity, is a symmetric tensor and its symmetry follows from the principle of the conservation of angular momentum, cf. [50]. Indeed, let us assume that our body is in the rest. Then, by linear conservation of momentum, see (1.1.1), we get

$$
\begin{equation*}
\int_{\mathcal{O}}(\operatorname{div} \boldsymbol{\sigma}+\boldsymbol{f}) \mathrm{d} x=0 \tag{1.1.15}
\end{equation*}
$$

for arbitrary subset $\mathcal{O}$ of $\Omega$. Since 1.1 .15 is a vector equation, we may consider each of its components independently. Then, for $i=1,2,3$ it holds

$$
\begin{equation*}
\int_{\mathcal{O}}\left(\sum_{j=1}^{3} \sigma_{i j, j}+f_{i}\right) \mathrm{d} x=0 \tag{1.1.16}
\end{equation*}
$$

where $\boldsymbol{\sigma}=\left\{\sigma_{i j}\right\}_{i, j=1,2,3}$ and by $\sigma_{i j, j}$ we denote $\frac{\partial \sigma_{i j}}{\partial x_{j}}$. Moreover, if $\Omega$ is in the rest then the angular momentum of $\mathcal{O}$ is equal to zero. As in the case of linear momentum, the angular momentum is split into volume and surface angular momentum

$$
\begin{equation*}
\int_{\mathcal{O}} \boldsymbol{r} \times \boldsymbol{f} \mathrm{d} x+\int_{\partial \mathcal{O}} \boldsymbol{r} \times(\boldsymbol{\sigma} \boldsymbol{n}) \mathrm{d} s=\mathbf{0} \tag{1.1.17}
\end{equation*}
$$

where $\boldsymbol{r}=\left(x_{1}, x_{2}, x_{3}\right)^{T}$ is a position vector. To rewrite 1.1.17), we use the Levi-Civita symbol $\varepsilon_{i j k}{ }^{[1]}$ and we obtain

$$
\begin{equation*}
\sum_{i, j=1}^{3}\left(\int_{\mathcal{O}} \varepsilon_{i j k} x_{j} f_{k} \mathrm{~d} x+\int_{\partial \mathcal{O}} \sum_{m=1}^{3} \varepsilon_{i j k} x_{j} \sigma_{k m} n_{m} \mathrm{~d} s\right)=0 \tag{1.1.18}
\end{equation*}
$$

[^0]which holds for $k=1,2,3$. Using Green theorem we get
\[

$$
\begin{align*}
0 & =\sum_{i, j=1}^{3}\left(\int_{\mathcal{O}} \varepsilon_{i j k} x_{j} f_{k} \mathrm{~d} x+\int_{\mathcal{O}} \sum_{m=1}^{3} \frac{\partial\left(\varepsilon_{i j k} x_{j} \sigma_{k m}\right)}{\partial x_{m}} \mathrm{~d} x\right) \\
& =\sum_{i, j=1}^{3}\left(\int_{\mathcal{O}} \varepsilon_{i j k} x_{j} f_{k} \mathrm{~d} x+\int_{\mathcal{O}} \varepsilon_{i j k} x_{j} \sum_{m=1}^{3} \sigma_{k m, m} \mathrm{~d} x+\int_{\mathcal{O}} \sum_{m=1}^{3} \varepsilon_{i j k} \sigma_{k m} \frac{\partial x_{j}}{\partial x_{m}} \mathrm{~d} x\right)  \tag{1.1.19}\\
& =\sum_{i, j=1}^{3}\left(\int_{\mathcal{O}} \varepsilon_{i j k} x_{j}\left(f_{k}+\sum_{m=1}^{3} \sigma_{k m, m}\right) \mathrm{d} x+\int_{\mathcal{O}} \varepsilon_{i j k} \sigma_{k j} \mathrm{~d} x\right),
\end{align*}
$$
\]

where the last inequality is a consequence of $\frac{\partial x_{j}}{\partial x_{m}}=\delta_{j m}$. By 1.1.16 first term of right-hand side is equal to zero. Then, for $k=1,2,3$, the following inequality holds

$$
\begin{equation*}
\sum_{i, j=1}^{3}\left(\int_{\mathcal{O}} \varepsilon_{i j k} \sigma_{k j} \mathrm{~d} x\right)=0 \tag{1.1.20}
\end{equation*}
$$

Arbitrary choice of $\mathcal{O}$ and definition of Levi-Civita symbol imply

$$
\begin{equation*}
\sigma_{j k}=\sigma_{k j} . \tag{1.1.21}
\end{equation*}
$$

To obtain the equation for Cauchy stress tensor we follow [2] or 41, 47]. We know that there exists a Helmholtz free energy, denoted by $\Psi(\varepsilon(\boldsymbol{u}), \theta)$, and the following relation holds

$$
\begin{equation*}
\boldsymbol{\sigma}=\frac{\partial \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u})} \tag{1.1.22}
\end{equation*}
$$

Since we consider the linear case, we may use the Taylor series to represent Cauchy stress tensor

$$
\begin{align*}
\boldsymbol{\sigma}= & \left.\frac{\partial \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u})} \approx \frac{\partial \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u})}\right|_{\varepsilon(\boldsymbol{u})=\varepsilon^{\mathrm{p}}, \theta=\theta_{R}} \\
& +\left.\frac{\partial^{2} \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \varepsilon(\boldsymbol{u})^{2}}\right|_{\varepsilon(\boldsymbol{u})=\varepsilon^{\mathrm{P}}, \theta=\theta_{R}}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right)+\left.\frac{\partial^{2} \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u}) \partial \theta}\right|_{\varepsilon(\boldsymbol{u})=\varepsilon^{\mathrm{P}}, \theta=\theta_{R}}\left(\theta-\theta_{R}\right) . \tag{1.1.23}
\end{align*}
$$

In the reference temperature and without any external forces Cauchy stress tensor is equal to 0 , hence $\left.\frac{\partial \Psi(\varepsilon(u), \theta)}{\partial \varepsilon(\boldsymbol{u})}\right|_{\varepsilon(u)=\varepsilon^{\mathrm{P}}, \theta=\theta_{R}}=0$. Then, we may define

$$
\begin{equation*}
\boldsymbol{D}:=\left.\frac{\partial^{2} \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u})^{2}}\right|_{\varepsilon(\boldsymbol{u})=\varepsilon^{\mathrm{P}}, \theta=\theta_{R}} \quad \text { and } \quad \boldsymbol{\alpha}:=\left.\frac{\partial^{2} \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \varepsilon(\boldsymbol{u}) \partial \theta}\right|_{\varepsilon(\boldsymbol{u})=\varepsilon^{\mathrm{P}}, \theta=\theta_{R}} . \tag{1.1.24}
\end{equation*}
$$

And this implies the following assumption.
Assumption 1.1.1. Cauchy stress tensor
The Cauchy stress tensor is in the form (Hooke's law) of

$$
\begin{equation*}
\boldsymbol{\sigma}=\boldsymbol{D}\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right)-\alpha\left(\theta-\theta_{R}\right) \boldsymbol{I} \tag{1.1.25}
\end{equation*}
$$

where $\theta_{R}$ is the reference temperature, $\alpha$ is a positive constant, $\boldsymbol{I}$ is an identity matrix from $\mathcal{S}^{3}$.

Linear dependence holds for infinitesimal displacements, it should be understood as a relation after neglecting the higher order terms in Taylor expansion. Similar approach was used in [2, 3, 11, 21, 22, 45, 46, 60, 63, 71, 72, 79]. Additionally, we assume that changes of temperature are also infinitesimal.

We assume that the body in the reference temperature and without action of external forces is in the rest, i.e. the Helmholtz free energy is equal to 0 , entropy is equal to 0 , stress $\boldsymbol{\sigma}$ and strains $\boldsymbol{\varepsilon}(\boldsymbol{u}), \varepsilon^{\mathbf{p}}$ are equal to zero. Thus,

$$
\begin{align*}
& \Psi(\varepsilon(\boldsymbol{u})\left.=\varepsilon^{\mathbf{p}}, \theta_{R}\right)  \tag{1.1.26}\\
&=0 . \\
& s(\varepsilon(\boldsymbol{u})\left.=\varepsilon^{\mathbf{p}}, \theta_{R}\right)
\end{align*}=0,
$$

where $s$ is an entropy of the system. Using the thermodynamics relationship we obtain

$$
\begin{equation*}
\Psi(\varepsilon(\boldsymbol{u}), \theta)=e-\theta s+g\left(\varepsilon(\boldsymbol{u}), \theta_{R}\right), \tag{1.1.27}
\end{equation*}
$$

where $g\left(\varepsilon(\boldsymbol{u}), \theta_{R}\right)$ is a normalization function. Thus,

$$
\begin{equation*}
\frac{\partial \Psi(\varepsilon(\boldsymbol{u}), \theta)}{\partial \varepsilon(\boldsymbol{u})}=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right)-\theta \frac{\partial s(\varepsilon(\boldsymbol{u}), \theta)}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u})}+\frac{\partial g\left(\varepsilon(\boldsymbol{u}), \theta_{R}\right)}{\partial \varepsilon(\boldsymbol{u})} \tag{1.1.28}
\end{equation*}
$$

This and 1.1.25) implies that

$$
\begin{equation*}
\frac{\partial s(\varepsilon(\boldsymbol{u}), \theta)}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u})}=\boldsymbol{\alpha} \quad \text { and } \quad \frac{\partial g\left(\varepsilon(\boldsymbol{u}), \theta_{R}\right)}{\partial \varepsilon(\boldsymbol{u})}=\theta_{R} \boldsymbol{\alpha} \tag{1.1.29}
\end{equation*}
$$

On the other hand, using the basic thermodynamic we get

$$
\begin{equation*}
\mathrm{ds}=\left(\frac{\partial \mathrm{s}}{\partial \theta}\right)_{\varepsilon(\boldsymbol{u})=\text { const }} \mathrm{d} \theta+\left(\frac{\partial \mathrm{s}}{\partial \boldsymbol{\varepsilon}(\boldsymbol{u})}\right)_{\theta=\text { const }} \mathrm{d} \boldsymbol{\varepsilon}(\boldsymbol{u}) \tag{1.1.30}
\end{equation*}
$$

and $\left(\frac{\partial s}{\partial \theta}\right)_{\varepsilon(u)=\text { const }}=\frac{c}{\theta}$, where $c$ is a heat capacity. Then

$$
\begin{equation*}
s=\boldsymbol{\alpha}\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right)+c \ln \frac{\theta}{\theta_{R}} . \tag{1.1.31}
\end{equation*}
$$

And therefore,

$$
\begin{equation*}
\Psi(\varepsilon(\boldsymbol{u}), \theta)=e-\theta\left(\boldsymbol{\alpha}\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right)+c \ln \frac{\theta}{\theta_{R}}\right)+g\left(\varepsilon(\boldsymbol{u}), \theta_{R}\right) \tag{1.1.32}
\end{equation*}
$$

Let us consider the reference state

$$
\begin{align*}
& \Psi\left(\varepsilon(\boldsymbol{u})=\varepsilon^{\mathbf{p}}, \theta=\theta_{R}\right)=c \theta_{R}+g\left(\boldsymbol{\varepsilon}(\boldsymbol{u})=\boldsymbol{\varepsilon}^{\mathbf{p}}, \theta_{R}\right)=0 \\
& s\left(\varepsilon(\boldsymbol{u})=\varepsilon^{\mathbf{p}}, \theta=\theta_{R}\right)=\boldsymbol{\alpha}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right)+c \ln \frac{\theta_{R}}{\theta_{R}}=0 . \tag{1.1.33}
\end{align*}
$$

Thus, it holds that $g\left(\varepsilon(\boldsymbol{u})=\boldsymbol{\varepsilon}^{\mathbf{p}}, \theta_{R}\right)=-c \theta_{R}$. Finally, we obtain that

$$
\begin{align*}
\Psi(\varepsilon(\boldsymbol{u}), \theta) & =c \theta+\frac{1}{2} \boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right):\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right)+\frac{1}{2}\left|\boldsymbol{u}_{t}\right|^{2}-\theta s-c \theta_{R}-\theta_{R} \boldsymbol{\alpha}:\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right), \\
s(\boldsymbol{\varepsilon}(\boldsymbol{u}), \theta) & =\boldsymbol{\alpha}:\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right)+c \ln \frac{\theta}{\theta_{R}} \tag{1.1.34}
\end{align*}
$$

Our interest is devoted to three phenomena: mechanical effects, which can be divided into elastic and visco-elastic deformation and thermal effects. Hence, to describe the problem appropriately we intend to include the dependence on $\boldsymbol{\varepsilon}(\boldsymbol{u}), \varepsilon^{\mathbf{p}}$ and $\theta$ in the Cauchy stress tensor. Tensor $\boldsymbol{T}=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right)$ describes the elastic force of the deformation. The second part of Cauchy stress tensor, $\alpha\left(\theta-\theta_{R}\right) \boldsymbol{I}$, is associated with thermal expansion of the body. We may replace $\alpha\left(\theta-\theta_{R}\right)$ by tensor-valued function $\boldsymbol{\alpha}\left(\theta-\theta_{R}\right)$ with some good properties, e.g. symmetry. This does not lie in our interest here, however it is worth mentioning. For engineering materials the coefficient $\alpha$ is of the order $10^{-5} K^{-1}$.

Operator $\boldsymbol{D}$ is a four-index matrix, i.e. $\boldsymbol{D}=\left\{d_{i, j, k, l}\right\}_{i, j, k, l=1}^{3}$. For general materials, functions $d_{i, j, k, l}$ may depend on the spatial variable $x$. Additionally, since strains and stress are symmetric, the following equalities hold

$$
\begin{equation*}
d_{i, j, k, l}=d_{j, i, k, l}, \quad d_{i, j, k, l}=d_{i, j, l, k} \quad \text { and } \quad d_{i, j, k, l}=d_{k, l, i, j} \quad \forall i, j, k, l=1,2,3 \tag{1.1.35}
\end{equation*}
$$

If we denote the strain by $\varepsilon=\left\{\varepsilon_{i j}\right\}$, then the example of dependency between stress and strain may be defined by

$$
\begin{equation*}
\sigma_{i j}=\lambda \delta_{i j} \varepsilon_{k k}+2 \mu \varepsilon_{i j} \tag{1.1.36}
\end{equation*}
$$

where $\lambda$ and $\mu$ are Lamé's coordinates, cf. [26, 60, 81]. The specific assumptions on the coefficient of operator $\boldsymbol{D}$ are presented for each model independently.

### 1.1.4 Evolutionary equation for visco-elastic deformation

In order to complete the system we need to define the evolution equation for the visco-elastic strain tensor. We consider an isochoric visco-elastic flow. We discuss a specific type of constitutive functions in this dissertation, i.e.

$$
\begin{equation*}
\varepsilon_{t}^{\mathbf{p}}=\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) \tag{1.1.37}
\end{equation*}
$$

for models considered in Chapter 4 and in Chapter 5 or

$$
\begin{equation*}
\varepsilon_{t}^{\mathbf{p}}=\boldsymbol{G}\left(x, \theta, \boldsymbol{T}^{d}\right) \tag{1.1.38}
\end{equation*}
$$

for model in Chapter 6. Moreover, differences of considered models are caused by accurate assumptions on function $\boldsymbol{G}$, which are made on the beginning of Chapters 46

Assumption 1.1.2. Function $\boldsymbol{G}: \mathbb{R}_{+} \times \mathcal{S}_{d}^{3} \rightarrow \mathcal{S}_{d}^{3}$ is a function of two variables: temperature $\theta$ and deviatoric part of Cauchy stress tensor $\boldsymbol{\sigma}^{d}$.By $\mathcal{S}_{d}^{3}$ we denote a subset of traceless symmetric matrices, $\mathcal{S}_{d}^{3} \subset \mathcal{S}^{3}$. Moreover, let us observe that

$$
\begin{align*}
\boldsymbol{\sigma}^{d} & =\boldsymbol{\sigma}-\frac{1}{3} \operatorname{tr}(\boldsymbol{\sigma}) \boldsymbol{I} \\
& =\boldsymbol{T}-\alpha\left(\theta-\theta_{R}\right) \boldsymbol{I}-\frac{1}{3} \operatorname{tr}(\boldsymbol{T}) \boldsymbol{I}+\alpha\left(\theta-\theta_{R}\right) \boldsymbol{I}  \tag{1.1.39}\\
& =\boldsymbol{T}-\frac{1}{3} \operatorname{tr}(\boldsymbol{T}) \boldsymbol{I}=\boldsymbol{T}^{d}
\end{align*}
$$

Since it is isochoric visco-elastic flow, we assume that it depends only on the deviatoric part of the Cauchy stress tensor and its range is the set of traceless matrices. The last assumption, together with the fact that $\varepsilon_{0}^{\mathbf{p}}(x)$ is traceless, provides that also $\varepsilon^{\mathbf{p}}$ is traceless.

Vanishing of the deformation tensor's trace corresponds to preservation of the material's volume. Indeed, the volume change is associated only with the elastic response of the material, and the plastic response is essentially incompressible, cf. [31]. The dependence of $\boldsymbol{G}(\theta, \cdot)$ only on
$\boldsymbol{T}^{d}$ is essential to maintain the coercivity of the model. Once we know that the range of $\boldsymbol{G}(\cdot, \cdot)$ is $\mathcal{S}_{d}^{3}$, then even for the isothermal process, namely the case of $\boldsymbol{G}(\theta, \boldsymbol{T})=\boldsymbol{G}(\boldsymbol{T})$ we observe that $\boldsymbol{G}(\boldsymbol{T}): \boldsymbol{T}=\boldsymbol{G}(\boldsymbol{T}): \boldsymbol{T}^{d}$. Then e.g. taking the identity matrix as $\boldsymbol{T}$ we immediately see that $\boldsymbol{G}(\boldsymbol{I}): \boldsymbol{I}^{d}=0$.

Different models describing the solid body deformation differ in assumptions on the constitutive function $\boldsymbol{G}$. Choice of the function $\boldsymbol{G}$ leads to specific model. There is a broad range of different models considered in the literature, e.g.

- Mróz model [17, 43]:

$$
\begin{equation*}
\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)=g(\theta) \boldsymbol{T}^{d} \tag{1.1.40}
\end{equation*}
$$

where $g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a continuous function.

- Norton-Hoff, model without temperature [3],

$$
\begin{equation*}
\boldsymbol{G}\left(\boldsymbol{T}^{d}\right)=\left|\boldsymbol{T}^{d}\right|^{p-2} \frac{\boldsymbol{T}^{d}}{\left|\boldsymbol{T}^{d}\right|} \tag{1.1.41}
\end{equation*}
$$

- Bodner-Partom model [11, 18, 20]:

$$
\begin{align*}
\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) & =\mathcal{G}\left(\frac{\left\{\left|\boldsymbol{T}^{d}\right|+\beta(\theta)\right\}^{+}}{y}\right) \frac{\boldsymbol{T}^{d}}{\left|\boldsymbol{T}^{d}\right|}  \tag{1.1.42}\\
y_{t} & =\gamma(y) \mathcal{G}\left(\frac{\left|\boldsymbol{T}^{d}\right|}{y}\right)\left|\boldsymbol{T}^{d}\right|-A \delta(y),
\end{align*}
$$

where $y: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$describes the isotropic hardening of the metal, $\{\cdot\}^{+}$stands for the positive part of $\{\cdot\}, \gamma: \mathbb{R}_{+} \supset D(\gamma) \rightarrow \mathbb{R}_{+}$and $\delta: \mathbb{R}_{+} \supset D(\delta) \rightarrow \mathbb{R}_{+}$are given functions and $A$ is a positive constant. Moreover, functions $\mathcal{G}(\cdot), \gamma(\cdot), \delta(\cdot)$ and $\beta(\cdot)$ fulfill some specific properties.

- Prandtl-Reuss model with linear kinematic hardening [22]

$$
\begin{equation*}
\varepsilon_{t}^{\mathbf{p}} \in \partial I_{K(\theta)}\left(\boldsymbol{T}-\alpha \varepsilon^{\mathbf{p}}\right), \tag{1.1.43}
\end{equation*}
$$

where $I_{K(\theta)}$ is the indicator function of the closed and convex subset $K(\theta)=\left\{\boldsymbol{T} \in \mathcal{S}^{3}\right.$ : $\left.\left|\boldsymbol{T}^{d}\right| \leq k-\theta\right\}$ and $\alpha, k>0$ are material parameters. Furthermore, $\partial I_{K(\theta)}$ is a subdifferential of the function $I_{K(\theta)}$.

For further examples of constitutive relations (e.g. classical Maxwell model, models proposed by Chaboche, Hart, Miler, Bruhns and many others) we refer the reader to [2, Chapter 2.2]. In this dissertation we focus on three types of models: Mróz model (Chapter 44), Norton-Hoff-type model (Chapter 5) and models with growth conditions in Orlicz space (Chapter 6).

### 1.1.5 Full model

Summarizing previous sections we obtain the following system of equations

$$
\begin{align*}
\varrho \boldsymbol{u}_{t t}-\operatorname{div} \boldsymbol{\sigma} & =\boldsymbol{f} & & \text { in } \Omega \times(0, T),  \tag{1.1.44}\\
\boldsymbol{\sigma} & =\boldsymbol{T}-\alpha\left(\theta-\theta_{R}\right) \boldsymbol{I} & & \text { in } \Omega \times(0, T),  \tag{1.1.45}\\
\boldsymbol{T} & =\boldsymbol{D}\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right) & & \text { in } \Omega \times(0, T),  \tag{1.1.46}\\
\varepsilon_{t}^{\mathbf{p}} & =\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) & & \text { in } \Omega \times(0, T),  \tag{1.1.47}\\
c \theta_{t}-\kappa \Delta \theta+\alpha\left(\theta-\theta_{R}\right) \operatorname{div} \boldsymbol{u}_{\mathrm{t}} & =\boldsymbol{T}^{d}: \boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)+r & & \text { in } \Omega \times(0, T), \tag{1.1.48}
\end{align*}
$$

which holds in bounded domain $\Omega$. This system of equations should be supplemented by initial $\left(\boldsymbol{u}_{0}, \boldsymbol{u}_{0, t}, \boldsymbol{\varepsilon}_{0}^{\mathbf{p}}, \theta_{0}\right)$ and boundary conditions

$$
\left\{\begin{align*}
\boldsymbol{u} & =\boldsymbol{g}_{\boldsymbol{u}}  \tag{1.1.49}\\
\frac{\partial \theta}{\partial \boldsymbol{n}} & =\boldsymbol{g}_{\theta}
\end{align*}\right.
$$

on $\partial \Omega \times(0, T)$.
The function $\sigma: \Omega \times \mathbb{R}_{+} \rightarrow \mathcal{S}^{3}$ is the Cauchy stress tensor. The Cauchy stress tensor can be divided into two parts: mechanical and thermal. The mechanical part is $\boldsymbol{T}=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right)$, where the operator $\boldsymbol{D}: \mathcal{S}^{3} \rightarrow \mathcal{S}^{3}$ is linear, positively definite and bounded. The operator $\boldsymbol{D}$ is a four-index matrix, i.e. $\boldsymbol{D}=\left\{d_{i, j, k, l}\right\}_{i, j, k, l=1}^{3}$ and the equalities 1.1.35 hold.

The evolution of the visco-elastic strain tensor $\varepsilon^{\mathbf{p}}$ is governed by the constitutive relation $\boldsymbol{G}: \mathbb{R}_{+} \times \mathcal{S}_{d}^{3} \rightarrow \mathcal{S}_{d}^{3}$. The visco-elastic strain tensor $\varepsilon^{\mathbf{p}}=\left(\varepsilon^{\mathbf{p}}\right)^{d}$ is traceless if $\varepsilon_{0}^{\mathbf{p}}$ is traceless. The temperature $\theta_{R}$ is the reference temperature. The function $r: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$describes a given density of heat sources, $\kappa$ :is a constant material's conductivity, $\rho$ is a constant density of the body and $c$ is a heat capacity. Moreover, $\alpha$ is constant and it describes the thermal expansion of the body. If $\alpha>0$, then the material expands with the increasing temperature.

### 1.2 Simplifications

Consideration of full thermo-visco-elastic model 1.1.44-1.1.48 with general flow rule is still an open problem. Issues lying on the boundary of mathematics and other science requires special attention and knowledge of both scientific fields, but they will certainly find real-life applications. Better knowledge of processes occurring in the materials and better knowledge of their mathematical properties may help us in modeling and then also to improve the engineering work.

Since the problem of inelastic deformation is a very complex one, we make a list of simplifications which help us in the calculations. Let us explain the character of these simplifications. They are not only mathematical facilitations, but they may be justified from physical point of view.

Following Bartczak [11], Chełmiński [18], Chełmiński and Racke [22], Duvaut and J.L. Lions [26], Johnson [45, 46], Nečas and Hlaváček [60], Suquet [70, 71, 72], Temam [78, 79] we consider the quasi-static case. It means that acting forces cause small and long term displacement.

Assumption 1.2.1. Consideration of quasi-static problem means that the acceleration term in momentum equation may be neglected, i.e.

$$
\begin{equation*}
\varrho \boldsymbol{u}_{t t}=0 \tag{1.2.1}
\end{equation*}
$$

The fact of neglecting the acceleration term implies that the system of equations does not have to be supplemented by initial condition to displacement $\boldsymbol{u}_{0}$ and velocity $\boldsymbol{u}_{0, t}$.

Furthermore, we assume that considered materials do not change the volume with changes of temperature, i.e. the material is characterized by zero thermal expansions (ZTE). There are many different ways to deal with thermal expansion of body. Taking into account the thermal expansion we get also the nonlinear term in heat equation $\alpha\left(\theta-\theta_{R}\right) \operatorname{div} \boldsymbol{u}_{t}$. This term is the biggest troublemaker in inelastic systems. Some authors, cf. Bartczak [11], Chełmiński and Racke [22], try to linearize it in heat equation based on argumentation that the process is close to some temperature, in particular different form the reference temperature. Then the approximation $\alpha\left(\theta-\theta_{R}\right) \operatorname{div} \boldsymbol{u}_{t} \approx \alpha_{0} \operatorname{div} \boldsymbol{u}_{t}$ is made. Such approach causes a loss of physical properties of the model, see next section or [32].

Assumption 1.2.2. We assume that $\alpha=0$, i.e. the considered material is not subject to thermal expansion.

Finally, we simplify the calculations by eliminating all constants. Similar results hold even for more general material parameter. Our goal is to focus on the behavior of system for different visco-elastic constitutive functions $\boldsymbol{G}$.

Assumption 1.2.3. We assume there are no heat sources in the system, hence $r=0$, material's conductivity $\kappa$ and capacity $c$ are constant, to simplify $\kappa=1$ and $c=1$.

Taking into account the above assumptions we get the following system of equations:

$$
\left\{\begin{align*}
-\operatorname{div} \boldsymbol{T} & =\boldsymbol{f}  \tag{1.2.2}\\
\boldsymbol{T} & =\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right) \\
\varepsilon_{t}^{p} & =\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) \\
\theta_{t}-\Delta \theta & =\boldsymbol{T}^{d}: G\left(\theta, \boldsymbol{T}^{d}\right)
\end{align*}\right.
$$

with initial and boundary conditions

$$
\begin{cases}\theta(x, 0)=\theta_{0}(x) & \text { on } \Omega  \tag{1.2.3}\\ \varepsilon^{\mathbf{p}}(x, 0)=\varepsilon_{0}^{\mathbf{p}}(x) & \text { on } \Omega \\ \boldsymbol{u}=\boldsymbol{g}_{\boldsymbol{u}} & \text { on } \partial \Omega \times(0, T) \\ \frac{\partial \theta}{\partial \boldsymbol{n}}=\boldsymbol{g}_{\theta} & \text { on } \partial \Omega \times(0, T)\end{cases}
$$

As we may observe there is still an interaction between temperature and displacement. Hence, we cannot split this system into two independent systems of equations, but omission of thermal expansion causes that heat equation is linear.

### 1.3 Thermodynamical consistency

Simplifications made in previous section may cause a loss of physical properties of model. The purpose of the current section is to show that these simplifications lead to the model which still conserves the energy, the temperature is positive and there exists a function of state, namely the entropy, which has a positive rate of production. We shall say that the system is thermodynamically consistent. In [33] we prove thermodynamical consistency of full thermo-visco-elasticity model, i.e. (1.1.44)-1.1.48), whereas in 32 we present this result for simplified problem (1.2.2). Through this dissertation we consider only the simplified system of equation, hence we confine here to show the thermodynamic consistency of simplified problem. To derive the whole model we use the physical conservation laws, hence it is not interesting to repeat the same argumentation backward.

Let us consider the isolated system, i.e. the system without external force $(\boldsymbol{f}=0)$, with homogeneous boundary values $\left(\boldsymbol{g}_{\boldsymbol{u}}=0\right.$ and $\left.\boldsymbol{g}_{\theta}=0\right)$ and without the heat sources $(r=0)$. All of the calculations in this section are formal.
Conservation of total energy
To show that the global energy is preserved we multiply 1.2 .2 (1) by $\boldsymbol{u}_{t}$. After integration over an arbitrary set $\mathcal{O} \subset \Omega$, we obtain

$$
\begin{equation*}
-\int_{\mathcal{O}} \operatorname{div} \boldsymbol{T} \cdot \boldsymbol{u}_{t} \mathrm{~d} x=0 \tag{1.3.1}
\end{equation*}
$$

and then

$$
\begin{equation*}
\int_{\mathcal{O}} \boldsymbol{T}: \nabla \boldsymbol{u}_{t} \mathrm{~d} x-\int_{\partial \mathcal{O}} \boldsymbol{T} \boldsymbol{n} \cdot \boldsymbol{u}_{t} \mathrm{~d} s=0 \tag{1.3.2}
\end{equation*}
$$

Furthermore, let us multiply $\underline{1.2 .2}_{(3)}$ by $\boldsymbol{T}$ and integrate over $\mathcal{O}$. Subtracting this equation from 1.3.2) we get

$$
\begin{equation*}
\int_{\mathcal{O}}\left(\boldsymbol{T}: \nabla \boldsymbol{u}_{t}-\boldsymbol{T}: \boldsymbol{\varepsilon}_{t}^{\mathrm{p}}\right) \mathrm{d} x-\int_{\partial \mathcal{O}} \boldsymbol{T} \boldsymbol{n} \cdot \boldsymbol{u}_{t} \mathrm{~d} s=-\int_{\mathcal{O}} \boldsymbol{T}^{d}: \boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) \mathrm{d} x . \tag{1.3.3}
\end{equation*}
$$

By symmetry of $\boldsymbol{T}$ we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\mathcal{O}} \boldsymbol{T}:\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right) \mathrm{d} x-\int_{\partial \mathcal{O}} \boldsymbol{T} \boldsymbol{n} \cdot \boldsymbol{u}_{t} \mathrm{~d} s=-\int_{\mathcal{O}} \boldsymbol{T}^{d}: \boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) \mathrm{d} x . \tag{1.3.4}
\end{equation*}
$$

Considering the quasi-static evolution we omit the acceleration term in 1.2 .2 (1). Thus we also omit the kinetic energy in the definition of energy density, i.e.

$$
\begin{equation*}
e=\theta+\frac{1}{2} \boldsymbol{D}^{-1} \boldsymbol{T}: \boldsymbol{T} \tag{1.3.5}
\end{equation*}
$$

Thus we obtain

$$
\begin{equation*}
\mathcal{E}_{\mathcal{O}}(t)=\int_{\mathcal{O}} \theta \mathrm{d} x+\frac{1}{2} \int_{\mathcal{O}} \boldsymbol{T}:\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) \mathrm{d} x . \tag{1.3.6}
\end{equation*}
$$

Consequently, the equation (1.3.4) may be written in the following from

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}_{\mathcal{O}}(t)=\frac{d}{d t} \int_{\mathcal{O}} \theta \mathrm{d} x-\int_{\mathcal{O}} \boldsymbol{T}^{d}: \boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) \mathrm{d} x+\int_{\partial \mathcal{O}} \boldsymbol{T} \boldsymbol{n} \cdot \boldsymbol{u}_{t} \mathrm{~d} s \tag{1.3.7}
\end{equation*}
$$

Using (1.2.2) 4 , we obtain

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}_{\mathcal{O}}(t) & =\int_{\mathcal{O}} \theta_{t} \mathrm{~d} x-\int_{\mathcal{O}} \theta_{t} \mathrm{~d} x+\int_{\mathcal{O}} \Delta \theta \mathrm{d} x+\int_{\partial \mathcal{O}} \boldsymbol{T} \boldsymbol{n} \cdot \boldsymbol{u}_{t} \mathrm{~d} s \\
& =\int_{\partial \mathcal{O}}\left(\boldsymbol{T} \boldsymbol{u}_{t}+\nabla \theta\right) \cdot \boldsymbol{n} \mathrm{d} s . \tag{1.3.8}
\end{align*}
$$

Zero external forces, homogeneous boundary conditions and lack of heat sources imply that $\boldsymbol{u}_{t}=0$ and $\nabla \theta \cdot \boldsymbol{n}=0$ on the boundary $\partial \Omega$. Therefore, the global energy $\mathcal{E}_{\Omega}$ is constant in time.
Positivity of the temperature
To prove the positivity of temperature we should assume that initial temperature $\theta_{0}$ is positive. The heat equation after simplifications has a form of

$$
\begin{equation*}
\theta_{t}-\Delta \theta=\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d} \tag{1.3.9}
\end{equation*}
$$

For each considered model $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d}$ is positive, see Assumption 4.0.1. Assumption 5.0.1 or Assumption 6.0.1. Hence, we consider

$$
\begin{equation*}
\theta_{t}-\Delta \theta \geq 0 \tag{1.3.10}
\end{equation*}
$$

with positive initial condition and homogeneous boundary condition is positive. Positivity of $\theta$ is obvious. Moreover, if initial temperature is greater than reference temperature then we obtain that $\theta$ is greater then $\theta_{R}$.
Entropy inequality
Since the temperature is positive we multiply 1.3 .9 by $1 / \theta$. After integration over an arbitrary set $\mathcal{O} \subset \Omega$, we obtain

$$
\frac{d}{d t} \int_{\mathcal{O}} \ln \theta \mathrm{d} x-\int_{\mathcal{O}} \operatorname{div} \frac{\nabla \theta}{\theta} \mathrm{d} x-\int_{\mathcal{O}} \frac{|\nabla \theta|^{2}}{\theta^{2}} \mathrm{~d} x=\int_{\mathcal{O}} \frac{\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d}}{\theta} \mathrm{~d} x .
$$

Thus

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathcal{O}} \ln \theta \mathrm{d} x+\int_{\mathcal{O}} \operatorname{div}\left(\frac{\boldsymbol{q}}{\theta}\right) \mathrm{d} x=\int_{\mathcal{O}} \frac{\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d}}{\theta} \mathrm{~d} x+\int_{\mathcal{O}} \frac{|\nabla \theta|^{2}}{\theta^{2}} \mathrm{~d} x \tag{1.3.11}
\end{equation*}
$$

By the assumptions on function $\boldsymbol{G}(\cdot, \cdot)$, see Assumption 4.0.1, Assumption 5.0.1 or Assumption 6.0.1, and by positivity of $\theta$, the right-hand side of 1.3 .11 is positive. Therefore, an arbitrary choice of the domain $\mathcal{O}$ implies that the inequality holds

$$
\begin{equation*}
(\ln \theta)_{t}+\operatorname{div}\left(\frac{\boldsymbol{q}}{\theta}\right) \geq 0 \tag{1.3.12}
\end{equation*}
$$

The above relation is so-called Clausius-Duhem inequality and it is one of the equivalent formulations of the second principle of thermodynamics. Hence, the homogeneous boundary conditions and the definition of the heat flux $(\boldsymbol{q}=-\nabla \theta)$ imply that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \ln \theta \geq 0 \tag{1.3.13}
\end{equation*}
$$

Note that $s(\theta)=\ln \theta$ is one of the admissible entropies for system (1.2.2) which furnishes a formal justification for the thermodynamical consistency of the model. Comparing entropy mentioned in Section 1.1.3 and $s(\theta)=\ln \theta$ we may observe that they differ by a constant. Adding or subtracting the constant to entropy does not change its meaning, hence $s(\theta)=\ln \theta-\ln \theta_{R}$ is also an admissible entropy. Therefore, $s(\theta)=\ln \theta$ coincides with the results for zero thermal expansion materials.

### 1.4 Main problems

Finite energy of the system is a starting point of energy estimates. Considering physical phenomena requires conservation of physical properties. In quasi-static case total energy of $\Omega$ consists of two kinds of energy, i.e. thermal energy (proportional to temperature) and potential energy, which is defined below.

## Definition 1.4.1. Potential energy

Let us define potential energy as follows

$$
\mathcal{E}\left(\varepsilon, \varepsilon^{p}\right):=\frac{1}{2} \int_{\Omega} \boldsymbol{D}\left(\varepsilon-\varepsilon^{p}\right):\left(\varepsilon-\varepsilon^{p}\right) \mathrm{d} x .
$$

We concentrate on three different models. We start from the simplest one, Mróz model (see Assumption 4.0.1) and then we consider more complicated models, namely Norton-Hoff-type (see Assumption 5.0.1) and model with growth conditions in Orlicz spaces (see Assumption 6.0.1).

We use two level Galerkin approximation. Construction of approximate solutions is presented in Chapter 2 and is the same for each model. Then, we focus on
a) identification of nonlinear term;
b) identification of right-hand side of heat equation;
c) existence of temperature as a solution of low regular data parabolic equation.

We deal with problem c) in Chapter 3. We present two possible ways to solve it, i.e. Boccardo Gallouët approach and renormalised solution.

To solve problems $a$ ) and $b$ ) we also use two different approaches. For Mróz model (Chapter 4) we use the Young measure tools to identify the limit of nonlinear term and also we get the strong convergence of right-hand side of heat equation. For Norton-Hoff-type model (Chapter 5) and model with growth conditions in Orlicz spaces (Chapter 6) we use three-step method to solve problems $a$ ) and $b$ ). Under three-step method we understand the following steps:

1) showing the inequality for the limit of heat equation's right-hand sides;
2) using Minty-Browder trick to identify the weak limit of nonlinear term;
3) identifying the limit of right-hand side of heat equation.

The first step is similar for both models. A small difference occurs only in the fact that some test functions are not regular enough. The second and the third steps vary to a great extent. Different assumptions on constitutive functions describing the evolution of visco-elastic strain tensor results in the need to use different mathematical tools.

## Chapter 2

## Construction of approximate solutions

This chapter is dedicated to construction of approximate solution to thermo-visco-elastic model. Throughout the whole dissertation we use Galerkin approximation to prove the existence of solution. Construction of approximate solution is a very important step, which is often neglected in other scientific papers. Omitting this step of reasoning may cause that the rest of our consideration fails. Results presented in this chapter were obtained in 33. The same method was also used in [32, [33, 48].

In all models considered in this dissertation, problems that appear in the existence proofs are similar. Different assumptions cause use of various analytical tools but data for heat equation are low regular for all models. From physical point of view, it is correct, whereas from mathematical perspective it entails many problems. The existence of solution to parabolic equation with only integrable data is a subject of discussion in Chapter 3 and it requires special attention.

One of crucial steps in approaches presented in Chapter 3 is to test the equation by the solution's truncation. However, this truncation does not need to be a linear combination of basis functions. That is the reason why we use two level approximation. By two level approximation we understand independent parameters of approximation in the displacement and temperature. Moreover, construction of approximate solution to visco-elastic strain also requires a few words of discussion, what we do later.

Furthermore, due to linearity of equations we may split the solutions $(\theta, \boldsymbol{u})$ into two parts. Considering the independent elastostatic and heat equation with non-homogeneous data we get the first set of solutions. The second one is obtained by use of the Galerkin approximation to homogeneous boundary-value problem. Existence of first part of solutions is discussed for each of considered models independently. Different results are obtained for each model. In the rest of this chapter we focus on the second part of solutions, i.e. the part obtained by Galerkin approximation.

### 2.1 Definition of bases functions

Definition 2.1.1. Let $k \in \mathbb{N}$ and $\mathcal{T}_{k}(\cdot)$ be a standard truncation operator

$$
\mathcal{T}_{k}(x)=\left\{\begin{array}{rl}
k & x>k  \tag{2.1.1}\\
x & |x| \leq k, \\
-k & x<-k
\end{array}\right.
$$

We construct the approximate solution for temperature, displacement and visco-elastic strain, hence we need to construct three independent bases for these physical quantities. We start with
bases for displacement. To do this, let us consider the space $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$ with a scalar product defined as

$$
\begin{equation*}
(\boldsymbol{\xi}, \boldsymbol{\eta})_{D}:=\int_{\Omega} \boldsymbol{D}^{\frac{1}{2}} \boldsymbol{\xi}: \boldsymbol{D}^{\frac{1}{2}} \boldsymbol{\eta} \mathrm{~d} x \quad \text { for } \boldsymbol{\xi}, \boldsymbol{\eta} \in L^{2}\left(\Omega, \mathcal{S}^{3}\right) \tag{2.1.2}
\end{equation*}
$$

where $\boldsymbol{D}^{\frac{1}{2}} \circ \boldsymbol{D}^{\frac{1}{2}}=\boldsymbol{D}$. Let $\left\{\boldsymbol{w}_{i}\right\}_{i=1}^{\infty}$ be the set of eigenfunctions of the elastostatic operator $-\operatorname{div} \boldsymbol{D} \boldsymbol{\varepsilon}(\cdot)$ with the domain $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ such that $\left\{\boldsymbol{w}_{i}\right\}$ is orthonormal in $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$ and $\left\{\boldsymbol{w}_{i}\right\}$ orthogonal in $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ with the inner product

$$
\begin{equation*}
(\boldsymbol{w}, \boldsymbol{v})_{W_{0}^{1,2}(\Omega)}=(\varepsilon(\boldsymbol{w}), \varepsilon(\boldsymbol{v}))_{\boldsymbol{D}} \tag{2.1.3}
\end{equation*}
$$

By $\left\{\lambda_{i}\right\}$ we denote the set of corresponding eigenvalues. Moreover, using the eigenvalue problem for elastostatic operator we obtain

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{i}\right): \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{j}\right) \mathrm{d} x=\lambda_{i} \int_{\Omega} \boldsymbol{w}_{i} \cdot \boldsymbol{w}_{j} \mathrm{~d} x=0 \tag{2.1.4}
\end{equation*}
$$

Set $\left\{\boldsymbol{w}_{i}\right\}$ is a basis for displacements construction.
Let $\left\{v_{i}\right\}_{i=1}^{\infty}$ be the subset of $W^{1,2}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega}\left(\nabla v_{i} \cdot \nabla \phi-\mu_{i} v_{i} \phi\right) \mathrm{d} x=0 \tag{2.1.5}
\end{equation*}
$$

holds for every function $\phi \in C^{\infty}(\bar{\Omega})$, see [5, 69]. Moreover, we may assume that $\left\{v_{i}\right\}$ is orthogonal in $W^{1,2}(\Omega)$ and orthonormal in $L^{2}(\Omega)$. Let $\left\{\mu_{i}\right\}$ be the set of corresponding eigenvalues. Set $\left\{v_{i}\right\}$ is to be used to construct approximate solutions to temperature.

To construct the basis for approximating the visco-elastic strain tensor we proceed as follows. For $\frac{3}{2}<s \leq 2$ let us denote by $H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ the fractional Sobolev space with a scalar product $((\cdot, \cdot))_{s}$. Due to the regularity of eigenfunctions we observe that for each $i \in \mathbb{N}$ tensor $\varepsilon\left(\boldsymbol{w}_{i}\right)$ is an element of $H^{s}\left(\Omega, \mathcal{S}^{3}\right)$. Let us define

$$
\begin{equation*}
V_{k}:=\left(\operatorname{span}\left\{\boldsymbol{\varepsilon}\left(\boldsymbol{w}_{1}\right), \ldots, \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{k}\right)\right\}\right)^{\perp} \tag{2.1.6}
\end{equation*}
$$

where by ${ }^{\perp}$ we understand the orthogonal complementation in $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$ taken with respect to the scalar product $(\cdot, \cdot)_{\boldsymbol{D}}$. Then, denote

$$
\begin{equation*}
V_{k}^{s}:=V_{k} \cap H^{s}\left(\Omega, \mathcal{S}^{3}\right) . \tag{2.1.7}
\end{equation*}
$$

Since the co-dimension of $V_{k}^{s}$ is finite, then $V_{k}^{s}$ is closed in $H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ with respect to the $\|\cdot\|_{H^{s-}}$ norm.

Now, the idea is to find the basis of $V_{k}$. The following reasoning comes from [53]. We adapt results presented in [53] into our particular case, see also [32]. Let us consider the following problem: find $\boldsymbol{\zeta}_{i}^{k} \in V_{k}^{s}$ and $\lambda_{i} \in \mathbb{R}$ such that

$$
\begin{equation*}
\left(\left(\boldsymbol{\zeta}_{i}^{k}, \boldsymbol{\Phi}\right)\right)_{s}=\lambda_{i}\left(\boldsymbol{\zeta}_{i}^{k}, \boldsymbol{\Phi}\right)_{\boldsymbol{D}} \quad \forall \boldsymbol{\Phi} \in V_{k}^{s} . \tag{2.1.8}
\end{equation*}
$$

where $((\cdot, \cdot))_{s}$ and $(\cdot, \cdot)_{D}$ are previously defined scalar products in $H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ and in $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$, respectively.

Theorem 2.1.1 (Theorem 4.11, page 286 from [53]). There exist a countable set of eigenvalues $\left\{\lambda_{i}\right\}_{i=1}^{\infty}$ and a corresponding family of eigenfunctions $\left\{\zeta_{i}\right\}_{i=1}^{\infty}$ solving 2.1.8) such that

- $\left(\boldsymbol{\zeta}_{i}, \boldsymbol{\zeta}_{j}\right)_{\boldsymbol{D}}=\delta_{i j}$ for all $i, j \in \mathbb{N}$,
- $1 \leq \lambda_{1} \leq \lambda_{2} \leq \ldots$ and $\lambda_{i} \rightarrow \infty$ as $i$ tends to $\infty$,
- $\left(\left(\frac{\zeta_{i}}{\sqrt{\lambda_{i}}}, \frac{\zeta_{j}}{\sqrt{\lambda_{i}}}\right)\right)_{s}=\delta_{i j}$ for all $i, j \in \mathbb{N}$,
- the set $\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{\infty}$ is a basis of $V_{k}^{s}$.
- the set $\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{\infty}$ is a basis of $V_{k}$.

Moreover, let us define the subspace $H^{N} \equiv \operatorname{span}\left\{\boldsymbol{\zeta}_{1}, \ldots, \boldsymbol{\zeta}_{N}\right\}$ and projection $P^{N}: V_{k}^{s} \rightarrow H^{N}$ such that $P^{N} \boldsymbol{\varphi} \equiv \sum_{i=1}^{N}\left(\boldsymbol{\varphi}, \boldsymbol{\zeta}_{i}\right)_{D} \boldsymbol{\zeta}_{i}$, then we get

$$
\begin{equation*}
\left\|P^{N} \boldsymbol{\varphi}\right\|_{H^{s}} \leq\|\boldsymbol{\varphi}\|_{H^{s}} \tag{2.1.9}
\end{equation*}
$$

Proof. Proof is divided into few steps.
Existence of $\boldsymbol{\zeta}_{1}$
Let us define

$$
\begin{equation*}
\frac{1}{\lambda_{1}} \equiv \sup _{\substack{\boldsymbol{V} \in V_{k}^{s} \\\|v\|_{H^{s} \leq 1} \leq 1}}(\boldsymbol{V}, \boldsymbol{V})_{\boldsymbol{D}} \tag{2.1.10}
\end{equation*}
$$

Consequently, there exists a sequence $\left\{\boldsymbol{V}_{i}\right\}_{i=1}^{\infty}$ such that $\left(\boldsymbol{V}_{i}, \boldsymbol{V}_{i}\right)_{\boldsymbol{D}} \rightarrow \frac{1}{\lambda_{1}}$ as $i$ tends to $\infty$ and $\left\|\boldsymbol{V}_{i}\right\|_{H^{s}(\Omega)}=1$. Then, there exists a subsequence $\left\{\boldsymbol{V}_{i}\right\}_{i=1}^{\infty}$ (still denoted by i) and $\boldsymbol{\zeta}_{1} \in V_{k}^{s}$ such that

$$
\begin{array}{ll}
\boldsymbol{V}_{i} \rightharpoonup \boldsymbol{\zeta}_{1} & \text { weakly in } V_{k}^{s}, \\
\boldsymbol{V}_{i} \rightarrow \boldsymbol{\zeta}_{1} & \text { in } L^{2}\left(\Omega, \mathcal{S}^{3}\right) . \tag{2.1.11}
\end{array}
$$

If $\left\|\boldsymbol{\zeta}_{1}\right\|_{H^{s}(\Omega)}<1$, then let us define $\boldsymbol{\zeta}=\frac{\boldsymbol{\zeta}_{1}}{\left\|\boldsymbol{\zeta}_{1}\right\|_{H^{s}(\Omega)}}$ and then

$$
\begin{equation*}
\|\boldsymbol{\zeta}\|_{H^{s}(\Omega)}=1 \quad \text { and } \quad(\boldsymbol{\zeta}, \boldsymbol{\zeta})_{D}=\frac{\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{1}\right)_{D}}{\left\|\boldsymbol{\zeta}_{1}\right\|_{H^{s}(\Omega)}^{2}}>\frac{1}{\lambda_{1}} \tag{2.1.12}
\end{equation*}
$$

which is contrary with 2.1 .10 and it implies that $\left\|\boldsymbol{\zeta}_{1}\right\|_{H^{s}(\Omega)}=1$. To finish the first step we show that $\boldsymbol{\zeta}_{1}$ is an eigenfunction. Let us take arbitrary $\boldsymbol{H} \in V_{k}^{s}$ and define the function

$$
\begin{equation*}
\Phi(t)=\frac{\left(\boldsymbol{\zeta}_{1}+t \boldsymbol{H}, \boldsymbol{\zeta}_{1}+t \boldsymbol{H}\right)_{D}}{\left(\left(\boldsymbol{\zeta}_{1}+t \boldsymbol{H}, \boldsymbol{\zeta}_{1}+t \boldsymbol{H}\right)\right)_{s}} . \tag{2.1.13}
\end{equation*}
$$

Calculating the derivative of function $\Phi(t)$, we obtain

$$
\begin{align*}
0=\left.\frac{d}{d t} \Phi(t)\right|_{t=0} & =\frac{2\left(\boldsymbol{\zeta}_{1}, \boldsymbol{H}\right)_{\boldsymbol{D}}\left(\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{1}\right)\right)_{s}-2\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{1}\right)_{\boldsymbol{D}}\left(\left(\boldsymbol{\zeta}_{1}, \boldsymbol{H}\right)\right)_{s}}{\left(\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{1}\right)\right)_{s}^{2}} \\
& =\frac{2\left(\boldsymbol{\zeta}_{1}, \boldsymbol{H}\right)_{\boldsymbol{D}}-\frac{2}{\lambda_{1}}\left(\left(\boldsymbol{\zeta}_{1}, \boldsymbol{H}\right)\right)_{s}}{\left(\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{1}\right)\right)_{s}^{2}} \tag{2.1.14}
\end{align*}
$$

and then

$$
\begin{equation*}
\lambda_{1}\left(\boldsymbol{\zeta}_{1}, \boldsymbol{H}\right)_{\boldsymbol{D}}=\left(\left(\boldsymbol{\zeta}_{1}, \boldsymbol{H}\right)\right)_{s} \quad \forall \boldsymbol{H} \in V_{k}^{s} \tag{2.1.15}
\end{equation*}
$$

Iterative construction
Assume that for $N \geq 1$ there exist a set of eigenvalues $\left\{\lambda_{i}\right\}_{i=1}^{N}$ and a set of corresponding eigenfunctions $\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{N}$. Let us define the space

$$
\begin{equation*}
W^{N} \equiv\left\{\boldsymbol{V} \in V_{k}^{s}:\left(\left(\boldsymbol{V}, \boldsymbol{\zeta}_{i}\right)\right)_{s}=0, \quad i=1, \ldots, N\right\} . \tag{2.1.16}
\end{equation*}
$$

Using the similar construction as in the previous step, we find the next eigenvalue and eigenfunction

$$
\begin{equation*}
\left(\boldsymbol{\zeta}_{N+1}, \boldsymbol{\zeta}_{N+1}\right)_{\boldsymbol{D}}=\sup _{\substack{\boldsymbol{V} \in W^{N} \\\|\boldsymbol{V}\|_{H^{s}}=1}}(\boldsymbol{V}, \boldsymbol{V})_{\boldsymbol{D}} \equiv \frac{1}{\lambda_{N+1}} \tag{2.1.17}
\end{equation*}
$$

Finally, we obtain

$$
\begin{array}{ll}
1 \leq \lambda_{1} \leq \lambda_{2} \leq \ldots, & \\
\left(\boldsymbol{\zeta}_{i}, \boldsymbol{\zeta}_{j}\right)_{D}=0 & \text { if } i \neq j,  \tag{2.1.18}\\
\left(\left(\boldsymbol{\zeta}_{i}, \boldsymbol{\zeta}_{j}\right)\right)_{s}=\delta_{i j} & \forall i, j \in \mathbb{N} .
\end{array}
$$

Unboundedness of eigenvalues
Let us assume that the set of eigenvalues has a finite limit, i.e. $\lim _{i \rightarrow \infty} \lambda_{i}=\lambda<\infty$. Since $\left\|\boldsymbol{\zeta}_{i}\right\|_{H^{s}}=1$, using subsequence if it is necessary, we get $\boldsymbol{\zeta}_{l_{i}} \rightarrow \boldsymbol{\zeta}$ in $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$ as $i \rightarrow \infty$. Hence

$$
\begin{align*}
2 & =\left(\left(\boldsymbol{\zeta}_{l_{i}}, \boldsymbol{\zeta}_{l_{i}}\right)\right)_{s}+\left(\left(\boldsymbol{\zeta}_{l_{j}}, \boldsymbol{\zeta}_{l_{j}}\right)\right)_{s} \\
& =\left(\left(\zeta_{l_{i}}-\boldsymbol{\zeta}_{l_{j}}, \zeta_{l_{i}}-\boldsymbol{\zeta}_{l_{j}}\right)\right)_{s}  \tag{2.1.19}\\
& =\left(\left(\boldsymbol{\zeta}_{l_{i}}, \boldsymbol{\zeta}_{l_{i}}-\boldsymbol{\zeta}_{l_{j}}\right)\right)_{s}-\left(\left(\boldsymbol{\zeta}_{l_{j}}, \boldsymbol{\zeta}_{l_{i}}-\boldsymbol{\zeta}_{l_{j}}\right)\right)_{s} \\
& =\lambda_{l_{i}}\left(\boldsymbol{\zeta}_{l_{i}}, \boldsymbol{\zeta}_{l_{i}}-\boldsymbol{\zeta}_{l_{j}}\right)_{D}-\lambda_{l_{j}}\left(\boldsymbol{\zeta}_{l_{j}}, \boldsymbol{\zeta}_{l_{i}}-\boldsymbol{\zeta}_{l_{j}}\right)_{D} .
\end{align*}
$$

Since $\left\{\boldsymbol{\zeta}_{l_{i}}\right\}$ is a Cauchy sequence and sequence $\left\{\lambda_{l_{i}}\right\}$ is bounded, the right-hand side of abovementioned equation may be arbitrary small by letting $i, j$ to $\infty$. Obviously, this is a contradiction. The set $\left\{\lambda_{i}\right\}_{i=1}^{\infty}$ contains all eigenvalues
Let us assume that there exists an eigenvalue $\lambda$ such that $\lambda \notin\left\{\lambda_{i}\right\}_{i=1}^{\infty}$. Let $\boldsymbol{\zeta}$ be the corresponding eigenfunction to the eigenvalue $\lambda$ and

$$
\begin{equation*}
((\boldsymbol{\zeta}, \boldsymbol{\Phi}))_{s}=\lambda(\boldsymbol{\zeta}, \boldsymbol{\Phi})_{\boldsymbol{D}} \quad \boldsymbol{\Phi} \in V_{k}^{s} . \tag{2.1.20}
\end{equation*}
$$

Without losing the generality, we assume that $\|\zeta\|_{H^{s}}=1$. Moreover, there exists $i \in \mathbb{N}$ such that $\lambda_{i}<\lambda<\lambda_{i+1}$. Then, by the definition of eigenvalue, for all $k=1, \ldots, i$

$$
\begin{equation*}
\lambda\left(\boldsymbol{\zeta}, \boldsymbol{\zeta}_{k}\right)_{D}=\left(\left(\boldsymbol{\zeta}, \boldsymbol{\zeta}_{k}\right)\right)_{s}=\left(\left(\boldsymbol{\zeta}_{k}, \boldsymbol{\zeta}\right)\right)_{s}=\lambda_{k}\left(\boldsymbol{\zeta}_{k}, \boldsymbol{\zeta}\right)_{D} \tag{2.1.21}
\end{equation*}
$$

which implies that $\left(\boldsymbol{\zeta}, \boldsymbol{\zeta}_{k}\right)_{\boldsymbol{D}}=0$. Therefore $\boldsymbol{\zeta} \in W^{i}$ and using the definition of $\lambda_{i+1}$ we get

$$
\begin{equation*}
(\boldsymbol{\zeta}, \boldsymbol{\zeta})_{\boldsymbol{D}}=\frac{1}{\lambda}>\frac{1}{\lambda_{i}}=\sup _{\substack{\boldsymbol{V} \in W^{N} \\\|\boldsymbol{V}\|_{s, 2}=1}}(\boldsymbol{V}, \boldsymbol{V})_{\boldsymbol{D}} \tag{2.1.22}
\end{equation*}
$$

which is contradictory with $\lambda_{i}<\lambda$.
The set $\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{\infty}$ is a basis in $V_{k}^{s}$
Let us define $X=\operatorname{span}\left\{\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2}, \ldots\right\}$ and let us assume that $X \neq V_{k}^{s}$. Then, there exists $\boldsymbol{\Phi} \in V_{k}^{s}$ such that $\|\boldsymbol{\Phi}\|_{H^{s}(\Omega)}=1$ and $\left(\left(\boldsymbol{\Phi}, \boldsymbol{\zeta}_{i}\right)\right)_{s}=0$ for all $i \in \mathbb{N}$. Moreover, for all $i \in \mathbb{N}$

$$
\begin{equation*}
(\boldsymbol{\Phi}, \boldsymbol{\Phi})_{\boldsymbol{D}} \leq \sup _{\substack{\boldsymbol{V} \in W^{i} \\\|\boldsymbol{V}\|_{H^{s}}=1}}(\boldsymbol{V}, \boldsymbol{V})_{\boldsymbol{D}}=\frac{1}{\lambda_{i}} \tag{2.1.23}
\end{equation*}
$$

which implies that $\mathbf{\Phi}=\mathbf{0}$.
The set $\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{\infty}$ is a basis in $V_{k}$
Let us observe that the space $V_{k}^{s}$ is dense in $V_{k}$ in $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$ norm. For arbitrary element $\boldsymbol{\xi} \in V_{k}$ there exist the sequence $\boldsymbol{\xi}_{n} \in H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ such that $\boldsymbol{\xi}_{n} \rightarrow \boldsymbol{\xi}$ in $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$. Let us define the projection $P_{k}: H^{s}\left(\Omega, \mathcal{S}^{3}\right) \rightarrow \operatorname{lin}\left\{\varepsilon\left(\boldsymbol{w}_{1}\right), \ldots, \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{k}\right)\right\}$ by $P_{k} \boldsymbol{V}:=\sum_{i=1}^{k}\left(\boldsymbol{V}, \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{i}\right)\right)_{\boldsymbol{D}} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{i}\right)$. Since $P_{k}$
is the projection on a finite dimensional space, and the dimension of the space is independent of $l$, there exists a constant, also independent of $l$ such that $\left\|P_{k} \boldsymbol{V}\right\|_{H^{s}} \leq C\|\boldsymbol{V}\|_{H^{s}}$. Then, define

$$
\begin{equation*}
\overline{\boldsymbol{\xi}}^{n}:=\boldsymbol{\xi}^{n}-P_{k} \boldsymbol{\xi}^{n} \tag{2.1.24}
\end{equation*}
$$

Hence, we immediately obtain that $\overline{\boldsymbol{\xi}}^{n}$ is bounded in $H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ and converges to $\boldsymbol{\xi} \in V_{k}$. Consequently, $\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{\infty}$ is also a basis in $V_{k}$.
Renormalization of basis
To complete the proof we may renormalise the basis

$$
\begin{equation*}
\widehat{\boldsymbol{\zeta}}_{i} \equiv \frac{\boldsymbol{\zeta}_{i}}{\sqrt{\lambda_{i}}} \tag{2.1.25}
\end{equation*}
$$

for all $i \in \mathbb{N}$.
The continuity of $P^{N}$
Consider now $\varphi \in V_{k}^{s}$. Then

$$
\begin{align*}
\left\|P^{N} \boldsymbol{\varphi}\right\|_{H^{s}}^{2} & =\sum_{i=1}^{N}\left(\boldsymbol{\varphi}, \boldsymbol{\zeta}_{i}\right)_{\boldsymbol{D}}^{2}\left(\left(\boldsymbol{\zeta}_{i}, \boldsymbol{\zeta}_{i}\right)\right)_{s}=\sum_{i=1}^{N} \frac{\left(\left(\boldsymbol{\varphi}, \boldsymbol{\zeta}_{i}\right)\right)_{s}^{2}}{\lambda_{i}^{2}}\left(\left(\boldsymbol{\zeta}_{i}, \boldsymbol{\zeta}_{i}\right)\right)_{s}  \tag{2.1.26}\\
& \leq \sum_{i=1}^{N}\left(\left(\boldsymbol{\varphi}, \frac{\boldsymbol{\zeta}_{i}}{\sqrt{\lambda_{i}}}\right)\right)_{s}^{2} \leq\|\boldsymbol{\varphi}\|_{H^{s}}^{2}
\end{align*}
$$

Thus 2.1.9 is proved.

To construct the basis for approximate solution to visco-elastic strain tensor we use $\left\{\boldsymbol{w}_{i}\right\}$ and $\left\{\boldsymbol{\zeta}_{i}^{k}\right\}$. For each pair of approximate parameters $(k, l)$ the basis contains two subsets. One of them consist of symmetric gradients of first $k$ functions from the basis for displacement, i.e. set $\left\{\varepsilon\left(\boldsymbol{w}_{i}\right)\right\}_{i=1}^{k}$. The second subset contains first $l$ function from $\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{\infty}$. It is obvious that basis $\left\{\boldsymbol{\zeta}_{j}^{k}\right\}$ depends on the parameter $k$. Additionally, for all $k \in \mathbb{N}$ after limit passage with $l$ going to $\infty$ the set $\left\{\boldsymbol{\varepsilon}\left(\boldsymbol{w}_{j}\right), \boldsymbol{\zeta}_{i}^{k}\right\}_{j=1, \ldots, k ; i=1, \ldots, \infty}$ is a basis of whole space $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$.

At the end of this section we define three projections, which are very important in next chapters.

Definition 2.1.2. Let us define the following projections:

- Let $P^{k}: H^{s}\left(\Omega, \mathcal{S}^{3}\right) \rightarrow \operatorname{lin}\left\{\varepsilon\left(\boldsymbol{w}_{1}\right), \ldots, \varepsilon\left(\boldsymbol{w}_{k}\right)\right\}$ be defined by

$$
\begin{equation*}
P^{k}(\boldsymbol{v}):=\sum_{n=1}^{k}\left(\boldsymbol{v}, \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right)\right)_{\boldsymbol{D}} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \tag{2.1.27}
\end{equation*}
$$

- Let $P_{L^{2}}^{l, k}: L^{2}\left(\Omega, \mathcal{S}^{3}\right) \rightarrow \operatorname{lin}\left\{\boldsymbol{\zeta}_{1}^{k}, \ldots, \boldsymbol{\zeta}_{l}^{k}\right\}$ be defined by

$$
\begin{equation*}
P_{L^{2}}^{l, k}(\boldsymbol{v}):=\sum_{m=1}^{l}\left(\boldsymbol{v}, \boldsymbol{\zeta}_{m}^{k}\right)_{\boldsymbol{D}} \boldsymbol{\zeta}_{m}^{k} \tag{2.1.28}
\end{equation*}
$$

- Let $P_{H^{s}}^{l, k}: H^{s}\left(\Omega, \mathcal{S}^{3}\right) \rightarrow \operatorname{lin}\left\{\boldsymbol{\zeta}_{1}^{k}, \ldots, \boldsymbol{\zeta}_{l}^{k}\right\}$ be defined by

$$
\begin{equation*}
P_{H^{s}}^{l, k}(\boldsymbol{v}):=\sum_{m=1}^{l}\left(\left(\boldsymbol{v}, \frac{\boldsymbol{\zeta}_{m}^{k}}{\sqrt{\lambda_{m}^{k}}}\right)\right)_{s} \frac{\boldsymbol{\zeta}_{m}^{k}}{\sqrt{\lambda_{m}^{k}}} \tag{2.1.29}
\end{equation*}
$$

As we may observer the projections $P_{H^{s}}^{l, k}$ and $P_{L^{2}}^{l, k}$ are equal on $V_{k}^{s}$. Indeed, if $\varphi \in V_{k}^{s}$ then
where the second equality is condition for eigenvalues. The norms $\left\|P_{H^{s}}^{l, k}\right\|_{\mathcal{L}\left(H^{s}\right)}$ and $\left\|P_{L^{2}}^{l, k}\right\|_{\mathcal{L}\left(L^{2}\right)}$ are equal to 1 . Moreover, we may observe that for $\boldsymbol{v} \in H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ it holds

$$
\begin{align*}
\left(P_{H^{s}}^{l, k} \circ\left(I d-P^{k}\right)\right) \boldsymbol{v}=\sum_{m=1}^{l}\left(\left(\left(I d-P^{k}\right) \boldsymbol{v}, \frac{\boldsymbol{\zeta}_{m}^{k}}{\sqrt{\lambda_{m}^{k}}}\right)\right) s \frac{\boldsymbol{\zeta}_{m}^{k}}{\sqrt{\lambda_{m}^{k}}} & =\sum_{m=1}^{l}\left(\left(I d-P^{k}\right) \boldsymbol{v}, \boldsymbol{\zeta}_{m}^{k}\right)_{\boldsymbol{D}} \boldsymbol{\zeta}_{m}^{k} \\
& =\sum_{m=1}^{l}\left(\boldsymbol{v}, \boldsymbol{\zeta}_{m}^{k}\right)_{\boldsymbol{D}} \boldsymbol{\zeta}_{m}^{k}=P_{L^{2}}^{l, k} \boldsymbol{v} \tag{2.1.31}
\end{align*}
$$

Since $P^{k}$ is the projection which does not dependent on $l$, then there exists $c(k)$ (depending only on $k$ ) such that for every $\varphi \in H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ it holds

$$
\begin{equation*}
\max \left(\left\|P^{k} \boldsymbol{\varphi}\right\|_{H^{s}},\left\|\left(I d-P^{k}\right) \boldsymbol{\varphi}\right\|_{H^{s}}\right) \leq c(k)\|\boldsymbol{\varphi}\|_{H^{s}} \tag{2.1.32}
\end{equation*}
$$

### 2.2 Definition of approximate solution

As we have mentioned before it is much easier and more transparent to show the construction of approximate solutions for homogeneous problems. Our idea is to consider displacement, Cauchy stress tensor and temperature as a sum of solutions to three different problems.

Instead of considering thermo-visco-elastic problem

$$
\left\{\begin{align*}
-\operatorname{div} \widehat{\boldsymbol{T}} & =\boldsymbol{f},  \tag{2.2.1}\\
\widehat{\boldsymbol{T}} & =\boldsymbol{D}\left(\widehat{\varepsilon}-\varepsilon^{p}\right), \\
\varepsilon_{t}^{\mathbf{p}} & =\boldsymbol{G}\left(\widehat{\theta}, \widehat{\boldsymbol{T}}^{d}\right), \\
\widehat{\theta}_{t}-\Delta \widehat{\theta} & =\widehat{\boldsymbol{T}}^{d}: \boldsymbol{G}\left(\widehat{\theta}, \widehat{\boldsymbol{T}}^{d}\right) .
\end{align*}\right.
$$

with initial and boundary conditions 1.2 .3 we focus on the following problems:

- elastostatic equation with the same data (volume force and boundary condition) as for the full model

$$
\left\{\begin{array}{rll}
-\operatorname{div} \tilde{\boldsymbol{T}} & =\boldsymbol{f} & \text { in } \Omega \times(0, T),  \tag{2.2.2}\\
\tilde{\boldsymbol{u}} & =\boldsymbol{g}_{\boldsymbol{u}} & \text { on } \partial \Omega \times(0, T),
\end{array}\right.
$$

- heat equation with heat flux through the boundary as in the full model and without any heat sources

$$
\left\{\begin{array}{rll}
\tilde{\theta}_{t}-\Delta \tilde{\theta} & =0 &  \tag{2.2.3}\\
\text { in } \Omega \times(0, T), \\
\frac{\partial \tilde{\theta}}{\partial n} & =g_{\theta} & \text { on } \partial \Omega \times(0, T), \\
\tilde{\theta}(x, 0) & =\tilde{\theta}_{0} \quad & \text { in } \Omega
\end{array}\right.
$$

- thermo-visco-elastic system of equations with homogeneous boundary data

$$
\left\{\begin{align*}
-\operatorname{div} \boldsymbol{T} & =0  \tag{2.2.4}\\
\boldsymbol{T} & =\boldsymbol{D}\left(\varepsilon-\varepsilon^{p}\right), \\
\varepsilon_{t}^{\mathbf{p}} & =\boldsymbol{G}\left(\theta+\tilde{\theta}, \boldsymbol{T}^{d}+\tilde{\boldsymbol{T}}^{d}\right), \\
\theta_{t}-\Delta \theta & =\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right)
\end{align*}\right.
$$

with initial conditions

$$
\left\{\begin{align*}
\theta(x, 0) & =\theta_{0}-\tilde{\theta}_{0}  \tag{2.2.5}\\
\varepsilon^{\mathbf{p}}(x, 0) & =\varepsilon_{0}^{\mathbf{p}} .
\end{align*}\right.
$$

To get the same solutions to $\left(\begin{array}{l}2.2 .1)\end{array}\right.$ and to $(2.2 .2)-(2.2 .4)$ we introduce the shifts of solution to constitutive functions. Then, by linear character of the system (2.2.1), finding $\left(\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{T}}, \tilde{\theta}, \boldsymbol{\varepsilon}^{\mathbf{P}}\right)$ is equivalent to finding $(\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{T}}), \tilde{\theta}$ and $\left(\boldsymbol{u}, \boldsymbol{T}, \theta, \varepsilon^{\mathbf{p}}\right)$. Moreover, the following relations hold

$$
\left\{\begin{array}{c}
\tilde{\boldsymbol{u}}=\widehat{\boldsymbol{u}}+\boldsymbol{u},  \tag{2.2.6}\\
\tilde{\boldsymbol{T}}=\widehat{\boldsymbol{T}}+\boldsymbol{T}, \\
\tilde{\theta}=\widehat{\theta}+\theta .
\end{array}\right.
$$

Existence proofs to $(2.2 .2)$ and $(2.2 .2)$ are well known results, see e.g. [29] or [82]. For each model $\tilde{\boldsymbol{u}}$ and $\tilde{\boldsymbol{T}}$ should belong to different functional spaces, hence we discuss their existence for each model separately.

In this section we focus on the construction of approximate solution, i.e. on the construction of $\boldsymbol{u}_{k, l}, \boldsymbol{T}_{k, l}, \theta_{k, l}$ and $\varepsilon_{k, l}^{\mathrm{p}}$ which are the approximations of $\boldsymbol{u}, \boldsymbol{T}, \theta$ and $\boldsymbol{\varepsilon}^{\mathrm{p}}$, respectively. With the bases from the previous section we may proceed with the definition of approximate solutions. For $k, l \in \mathbb{N}$ let

$$
\begin{align*}
\boldsymbol{u}_{k, l} & =\sum_{n=1}^{k} \alpha_{k, l}^{n}(t) \boldsymbol{w}_{n}, \\
\theta_{k, l} & =\sum_{m=1}^{l} \beta_{k, l}^{m}(t) v_{m},  \tag{2.2.7}\\
\boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}} & =\sum_{n=1}^{k} \gamma_{k, l}^{n}(t) \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right)+\sum_{m=1}^{l} \delta_{k, l}^{m}(t) \boldsymbol{\zeta}_{m}^{k},
\end{align*}
$$

and $\boldsymbol{u}_{k, l}, \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}$ and $\theta_{k, l}$ solve the approximate system of equations

$$
\begin{array}{rlrl}
\int_{\Omega} \boldsymbol{T}_{k, l}: \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \mathrm{d} x & =0 & & n=1, \ldots, k, \\
\boldsymbol{T}_{k, l} & =\boldsymbol{D}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right)-\boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right), & & \\
\int_{\Omega}\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}: \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \mathrm{d} x & =\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \mathrm{d} x & & n=1, \ldots, k, \\
\int_{\Omega}\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}: \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \mathrm{~d} x & =\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \mathrm{~d} x & & m=1, \ldots, l, \\
\int_{\Omega}\left(\theta_{k, l}\right)_{t} v_{m} \mathrm{~d} x+\int_{\Omega} \nabla \theta_{k, l} \cdot \nabla v_{m} \mathrm{~d} x & & \\
=\int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\right. & \left.\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) v_{m} \mathrm{~d} x & m=1, \ldots, l . \tag{2.2.8}
\end{array}
$$

for a.a. $t \in(0, T)$. For each approximate equation we have the initial conditions in the following form

$$
\left\{\begin{array}{rlrl}
\left(\theta_{k, l}(x, 0), v_{m}\right) & =\left(\mathcal{T}_{k}\left(\theta_{0}-\tilde{\theta}_{0}\right), v_{m}\right) & & m=1, . ., l,  \tag{2.2.9}\\
\left(\varepsilon_{k, l}^{\mathrm{p}}(x, 0), \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right)\right)_{\boldsymbol{D}} & =\left(\varepsilon_{0}^{\mathrm{p}}, \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right)\right)_{\boldsymbol{D}} & n=1, . ., k, \\
\left(\varepsilon_{k, l}^{\mathrm{p}}(x, 0), \boldsymbol{\zeta}_{m}^{k}\right)_{\boldsymbol{D}} & =\left(\varepsilon_{0}^{\mathrm{p}}, \boldsymbol{\zeta}_{m}^{k}\right)_{\boldsymbol{D}} & & m=1, . ., l,
\end{array}\right.
$$

where $(\cdot, \cdot)$ denotes the scalar product in $L^{2}(\Omega)$ and $(\cdot, \cdot)_{D}$ the scalar product in $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$. It is important to mention here that shifts, caused by considering three systems of equations, appear also in initial condition on temperature.

Using $2.2 .8_{(1)}$ and 2.2 .8$)_{(2)}$ we obtain

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)-\varepsilon_{k, l}^{\mathrm{p}}\right): \varepsilon\left(\boldsymbol{w}_{n}\right) \mathrm{d} x=0 . \tag{2.2.10}
\end{equation*}
$$

The selection of the Galerkin bases and representation of the approximate solutions (2.2.7) allow us to notice that

$$
\begin{equation*}
\alpha_{k, l}^{n}(t)=\frac{1}{\lambda_{n}} \gamma_{k, l}^{n}(t) \int_{\Omega} \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right): \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \mathrm{d} x=\gamma_{k, l}^{n}(t) . \tag{2.2.11}
\end{equation*}
$$

Let us define

$$
\boldsymbol{\xi}(t)=\left(\beta_{k, l}^{1}(t), \ldots, \beta_{k, l}^{l}(t), \gamma_{k, l}^{1}(t), \ldots, \gamma_{k, l}^{k}(t), \delta_{k, l}^{1}(t), \ldots, \delta_{k, l}^{l}(t)\right)^{T} .
$$

Then the constitutive function $\boldsymbol{G}$ may be presented as a function $\tilde{\boldsymbol{G}}$ which is a function of $x, t$ and of $\boldsymbol{\xi}$, i.e.

$$
\begin{aligned}
\tilde{\boldsymbol{G}}(x, t, \boldsymbol{\xi}(t)) & :=\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \\
& =\boldsymbol{G}\left(\tilde{\theta}+\sum_{j=1}^{l} \beta_{k, l}^{j}(t) v_{j}(x), \tilde{\boldsymbol{T}}^{d}-\left(\boldsymbol{D} \sum_{j=1}^{l} \delta_{k, l}^{j}(t) \boldsymbol{\zeta}_{j}\right)^{d}\right) .
\end{aligned}
$$

Hence we obtain

$$
\left\{\begin{array}{l}
\left(\gamma_{k, l}^{n}(t)\right)_{t}=\frac{1}{\lambda_{n}} \int_{\Omega} \tilde{\boldsymbol{G}}(x, t, \boldsymbol{\xi}(t)): \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \mathrm{d} x  \tag{2.2.12}\\
\left(\delta_{k, l}^{m}(t)\right)_{t}=\int_{\Omega} \tilde{\boldsymbol{G}}(x, t, \boldsymbol{\xi}(t)): \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \mathrm{~d} x \\
\left(\beta_{k, l}^{m}(t)\right)_{t}=\int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}-\left(\boldsymbol{D} \sum_{n=1}^{l} \delta_{k, l}^{n}(t) \boldsymbol{\zeta}_{n}\right)^{d}\right): \tilde{\boldsymbol{G}}(x, t, \boldsymbol{\xi}(t))\right) v_{m} \mathrm{~d} x+\mu_{m} \beta_{k, l}^{m}(t),
\end{array}\right.
$$

for $n=1, \ldots, k$ and $m=1, \ldots, l$. Moreover, the initial conditions (2.2.9) are equivalent to the system

$$
\left\{\begin{array}{l}
\beta_{k, l}^{m}(0)=\left(\mathcal{T}_{k}\left(\theta_{0}-\tilde{\theta}_{0}\right), v_{m}\right)  \tag{2.2.13}\\
\gamma_{k, l}^{n}(0)=\frac{1}{\lambda_{m}}\left(\varepsilon_{0}^{\mathrm{p}}, \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right)\right)_{\boldsymbol{D}} \\
\delta_{k, l}^{m}(0)=\left(\varepsilon_{0}^{\mathbf{p}}, \boldsymbol{\zeta}_{m}^{k}\right)_{\boldsymbol{D}}
\end{array}\right.
$$

where $n=1, \ldots, k$ and $m=1, \ldots, l$, can be equivalently written as the initial value problem

$$
\begin{align*}
\frac{d \boldsymbol{\xi}_{2}}{d t} & =\boldsymbol{F}(\boldsymbol{\xi}(t), t), \quad t \in[0, T),  \tag{2.2.14}\\
\boldsymbol{\xi}(0) & =\boldsymbol{\xi}_{0}
\end{align*}
$$

where $\boldsymbol{\xi}_{0}$ is a vector of initial conditions 2.2.13).
Lemma 2.2.1. (Existence of approximate solution)
For initial condition satisfying $\varepsilon_{0}^{\mathrm{p}} \in L^{1}\left(\Omega, \mathcal{S}_{d}^{3}\right)$ and $\theta_{0} \in L^{1}(\Omega)$ there exists an absolutely continuous in time solution to (2.2.14).

Proof. According to Carathéodory Theorem, see [53, Theorem 3.4] or [87, Appendix (61)], there exist unique absolutely continuous functions $\beta_{k, l}^{m}(t), \gamma_{k, l}^{n}(t)$ and $\delta_{k, l}^{m}(t)$ for every $n \leq k$ and $m \leq l$ on some time interval $\left[0, t^{*}\right]$. By (2.2.11) there exists a unique absolutely continuous function $\alpha_{k, l}^{n}(t)$.

Remark. To get the global existence of approximate solution we need to use the uniform estimates for solutions. For each model considered in this dissertation, we show the estimates independently in the following chapters.

## Chapter 3

## Solution to heat equation

The subject of this chapter is to consider the heat equation from thermo-visco-elastic model. In case of all models considered in this dissertation we encounter the same issue, i.e. assumptions on visco-elastic constitutive function cause that the right-hand sides of heat equations are only integrable functions. We deal with low regularity of data in two different ways. The first approach is based on the paper of Boccardo \& Gallouët [15] and the second one on papers of Blanchard and Blanchard \& Murat [13, 14]. The approach of Boccardo \& Gallouët was the first solution regarding parabolic equation with low regular right-hand side. Further result was the renormalised approach. Additionally, renormalised solutions give more information than Boccardo \& Gallouët ones. Renormalization methods were used firstly to prove the existence of solution to Boltzmann equation, see [25].

There are two main differences between results presented in [13, 14, 15] and our work. The first one lies in the use of boundary conditions. In [13, 14, 15] authors consider problems with Dirichlet boundary conditions in the contrast to our case, where we use Neumann boundary conditions. The second difference is that the heat equation is a part of system of equations. Thus, we do not have full data information, e.g. we know nothing about the convergence of right-hand side. In [13, 14, 15] authors consider only one equation and they do not have the problem with coupling of equations.

This chapter is divided into two sections which present two different approaches. In both cases, we start with uniform boundedness of right-hand side of heat equation, which is a consequence of uniform boundedness of approximate solutions. In Boccardo-Gallouët's approach this information is sufficient to prove all properties of temperature, whereas it is not enough to prove the existence of renormalised approach. The uniform boundedness of right-hand side of heat equations implies only the almost pointwise convergence of temperature's approximate sequence to a measurable function $\theta$. To prove another properties of $\theta$ and also to prove that $\theta$ is a renormalised solution (see Definition 3.2.1) we should have some (weak or strong) convergence of right-hand side of heat equations.

For Mróz and Norton-Hoff-type models we use Boccardo-Gallouët's approach, see Chapter 4 and Chapter 5 . For models with growth conditions in Orlicz spaces we use renormalised approach, see Chapter 6. This is our arbitrary choice and it is obvious that making some improvements of proofs presented in Chapter 46 we may use then conversely. Thus, in the renormalised approach we present results for strong convergence of right-hand sides of heat equations, which takes place in case of Mróz model.

Let $\mathcal{T}_{k}(\cdot)$ be a standard truncation operator defined in 2.1.1. Then, we focus on the following
problem

$$
\left\{\begin{array}{cl}
\left(\theta_{k}\right)_{t}-\Delta \theta_{k}=f_{k} & \text { in } Q,  \tag{3.0.1}\\
\frac{\partial \theta_{k}}{\partial n}=0 & \text { in } \partial \Omega \times(0, T), \\
\theta_{k}(\cdot, 0)=\mathcal{T}_{k}\left(\theta_{0}\right) & \text { on } \Omega
\end{array}\right.
$$

where for every $k \in \mathbb{N}$ function $f_{k}$ belongs to $L^{2}(Q)$ and the sequence $\left\{f_{k}\right\}$ is uniformly bounded in $L^{1}(Q)$, i.e. $\left\|f_{k}\right\|_{L^{1}(Q)} \leq B$. Additionally, we have $\mathcal{T}_{k}\left(\theta_{0}\right) \in L^{2}(\Omega),\left\|\mathcal{T}_{k}\left(\theta_{0}\right)\right\|_{L^{1}(\Omega)} \leq\left\|\theta_{0}\right\|_{L^{1}(\Omega)}$ and $\mathcal{T}_{k}\left(\theta_{0}\right) \rightarrow \theta_{0}$ in $L^{1}(\Omega)$. In the case of thermo-visco-elastic models considered here we have

$$
\begin{equation*}
f_{k}=\mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \quad \text { in } Q \tag{3.0.2}
\end{equation*}
$$

### 3.1 Boccardo-Gallouët approach

Current section is devoted to prove the existence to the heat equation with Neumann boundary conditions. Two dimensional case was considered in [24], and also used in [43]. Lemmas presented below come from [32], where we consider Norton-Hoff-type models.
Lemma 3.1.1. The sequence $\left\{\theta_{k, l}\right\}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$ with respect to $k$ and $l$.

Proof. It can be immediately observed that

$$
\sup _{0 \leq t \leq T}\left\|\theta_{k, l}(t)\right\|_{L^{1}(\Omega)} \leq B+\left\|\theta_{0}\right\|_{L^{1}(\Omega)}
$$

which completes the proof.
Lemma 3.1.2. The sequence of approximate solutions to the heat equation (3.0.1) is uniformly bounded in space $L^{q}\left(0, T, W^{1, q}(\Omega)\right)$ for $q<\frac{2(N+1)-N}{N+1}\left(q<\frac{5}{4}\right.$ in three dimensional case $\left.N=3\right)$.
Proof. We define special truncation function $\psi_{m}(\cdot)$ for every $m \in \mathbb{N}$ :

$$
\psi_{m}(s)=\left\{\begin{array}{cll}
1 & \text { if } & s \geq m+1  \tag{3.1.1}\\
s-m & \text { if } & m+1 \geq s \geq m \\
0 & \text { if } & |s| \leq m \\
s+m & \text { if } & s \geq m+1 \\
-1 & \text { if } & s \leq-m-1
\end{array}\right.
$$

Using $\psi_{m}\left(\theta_{k}\right)$ as a test function for (3.0.1) we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\Psi_{m}\left(\theta_{k}\right)\right)_{t} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k} \cdot \nabla \psi_{m}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} f_{k} \psi_{m}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \tag{3.1.2}
\end{equation*}
$$

where $\Psi_{m}(s)=\int_{0}^{s} \psi_{m}(\tau) \mathrm{d} \tau$. Thus

$$
\int_{\Omega} \Psi_{m}\left(\theta_{k}\right)(T) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k} \cdot \nabla \psi_{m}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} f_{k} \psi_{m}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \Psi_{m}\left(\mathcal{T}_{k}\left(\theta_{0}\right)\right) \mathrm{d} x
$$

Terms on the right-hand side of the above equation can be estimated as follows

$$
\begin{gathered}
\int_{0}^{T} \int_{\Omega} f_{k} \psi_{m}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \leq\|f\|_{L^{1}\left(0, T, L^{1}(\Omega)\right)} \\
\int_{\Omega} \Psi_{m}\left(\mathcal{T}_{k}\left(\theta_{0}\right)\right) \mathrm{d} x \leq\left\|\theta_{0}\right\|_{L^{1}(\Omega)}
\end{gathered}
$$

for every $k, m \in \mathbb{N}$. Additionally, $\int_{\Omega} \Psi_{m}\left(\theta_{k}\right)(T) d x$ is nonnegative. Hence,

$$
\int_{B_{m}}\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \nabla \theta_{k} \cdot \nabla \psi_{m}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \leq\|f\|_{L^{1}\left(0, T, L^{1}(\Omega)\right)}+\left\|\theta_{0}\right\|_{L^{1}(\Omega)}
$$

where $B_{m}:=\left\{(x, t) \in \Omega \times(0, T): m \leq \theta_{k}(x, t) \leq m+1\right\}$. Now let $q \leq \frac{2(N+1)-N}{N+1}$ and $r=\frac{N+1}{N} q$ (in our case $q<\frac{5}{4}$ and $r=\frac{4}{3} q$ ). Using the Hölder inequality we obtain

$$
\begin{aligned}
\int_{B_{m}}\left|\nabla \theta_{k}\right|^{q} \mathrm{~d} x \mathrm{~d} t & \leq\left(\int_{B_{m}}\left|\nabla \theta_{k}\right|^{q^{\frac{2}{q}}} \mathrm{~d} x \mathrm{~d} t\right)^{\frac{q}{2}}\left(\int_{B_{m}} 1^{\frac{2}{2-q}} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}} \\
& \leq\left(\int_{B_{m}}\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t\right)^{\frac{q}{2}}\left(\int_{B_{m}} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}} \\
& \leq c_{3}\left(\int_{B_{m}} \frac{\left|\theta_{k}\right|^{r}}{m^{r}} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}} \\
& \leq c_{3}\left(\int_{B_{m}}\left|\theta_{k}\right|^{r} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}} \frac{1}{m^{\frac{r(2-q)}{2}}} \\
& \leq c_{3}\left(\int_{B_{m}}\left|\theta_{k}\right|^{r} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}}\left(\frac{1}{m^{\frac{r(2-q)}{q}}}\right)^{\frac{q}{2}}
\end{aligned}
$$

Then

$$
\begin{align*}
\int_{Q}\left|\nabla \theta_{k}\right|^{q} \mathrm{~d} x \mathrm{~d} t & \leq c_{4}\left(n_{0}\right)+c_{3} \sum_{m=n_{0}}^{\infty}\left(\int_{B_{m}}\left|\theta_{k}\right|^{r} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}}\left(\frac{1}{m^{\frac{r(2-q)}{q}}}\right)^{\frac{q}{2}} \\
& \leq c_{4}\left(n_{0}\right)+c_{3}\left(\sum_{m=n_{0}}^{\infty} \int_{B_{m}}\left|\theta_{k}\right|^{r} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}}\left(\sum_{m=n_{0}}^{\infty} \frac{1}{m^{\frac{r(2-q)}{q}}}\right)^{\frac{q}{2}}  \tag{3.1.3}\\
& \leq c_{4}\left(n_{0}\right)+c_{3}\left(\int_{Q}\left|\theta_{k}\right|^{r} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}}\left(\sum_{m=n_{0}}^{\infty} \frac{1}{m^{\frac{r(2-q)}{q}}}\right)^{\frac{q}{2}}
\end{align*}
$$

where $c_{4}\left(n_{0}\right)=\int_{\left\{(x, t):\left|\theta_{k}(x, t)\right| \leq n_{0}\right\}}\left|\nabla \theta_{k}\right|^{q} \mathrm{~d} x \mathrm{~d} t$. Using the Hölder inequality we observe that $c_{4}\left(n_{0}\right)$ is bounded by $B,\left\|u_{0}\right\|_{L^{1}(\Omega)}$ and the measure of set $Q$. Furthermore, $\frac{r(2-q)}{q}>1$ and $\sum_{m=n_{0}}^{\infty} m^{-\frac{r(2-q)}{q}}$ is summable. Using the interpolation inequality for $\left\|\theta_{k}\right\|_{L^{q}(\Omega)}$ we obtain

$$
\begin{equation*}
\left\|\theta_{k}\right\|_{L^{q}(\Omega)} \leq\left\|\theta_{k}\right\|_{L^{1}(\Omega)}^{s}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{1-s}, \tag{3.1.4}
\end{equation*}
$$

where $q^{*}=\frac{N q}{N-q}\left(=\frac{3 q}{3-q}\right)$ and $\frac{1}{q}=\frac{s}{1}+\frac{1-s}{q^{*}}$. After simple calculations we get that $1-s=\frac{1-q}{1-q^{*}} \frac{q^{*}}{q}$ (and $0<s<1$ ). In Lemma 3.1.1 we showed that $\left\|\theta_{k}\right\|_{L^{1}(\Omega)}$ is uniformly bounded, hence

$$
\int_{0}^{T} \int_{\Omega}\left|\theta_{k}\right|^{q} \mathrm{~d} x \mathrm{~d} t \leq C \int_{0}^{T}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{(1-s) q} \mathrm{~d} t \leq C \int_{0}^{T}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{\frac{1-q}{1-q^{*}}{ }^{*}} \mathrm{~d} t .
$$

Using the Hölder inequality we obtain

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega}\left|\theta_{k}\right|^{q} \mathrm{~d} x \mathrm{~d} t & \leq C \int_{0}^{T}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{\frac{1-q}{1-q^{q}} q^{*}} \mathrm{~d} t \\
& \leq C\left(\int_{0}^{T}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{\frac{1-q}{1-q} q^{*} q^{*} \frac{q^{*}-1}{q-1} \frac{q}{q^{*}}} \mathrm{~d} t\right)^{\frac{q-1}{q^{*}-1} \frac{q^{*}}{q}} \\
& =C\left(\int_{0}^{T}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{q} \mathrm{~d} t\right)^{\frac{q-1}{q^{*}-1} \frac{q^{*}}{q}}
\end{aligned}
$$

Let us notice that the exponent $\frac{q-1}{q^{*}-1} \frac{q^{*}}{q}=\frac{N(q-1)}{N(q-1)+q}<1$. Using the interpolation inequality for $\left\|\theta_{k}\right\|_{L^{r}(\Omega)}$ we get

$$
\begin{equation*}
\left\|\theta_{k}\right\|_{L^{r}(\Omega)} \leq\left\|\theta_{k}\right\|_{L^{1}(\Omega)}^{s}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{1-s} \tag{3.1.5}
\end{equation*}
$$

where $\frac{1}{r}=\frac{s}{1}+\frac{1-s}{q^{*}}$. The parameters $s$ are different in each interpolation inequality (3.1.4) and (3.1.5). Simple calculations yield that $1-s=\frac{1-r}{1-q^{*}} \frac{q^{*}}{r}$. By Lemma 3.1.1 we conclude that

$$
\begin{align*}
\left\|\theta_{k}\right\|_{L^{r}\left(0, T, L^{r}(\Omega)\right)}^{r} & \leq \int_{0}^{T}\left\|\theta_{k}\right\|_{L^{r}(\Omega)}^{r} \mathrm{~d} t \\
& \leq \int_{0}^{T}\left\|\theta_{k}\right\|_{L^{1}(\Omega)}^{s r}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{\frac{1-r}{1-q^{*}} \frac{q^{*}}{r} r} \mathrm{~d} t  \tag{3.1.6}\\
& \leq C \int_{0}^{T}\left\|\theta_{k}\right\|_{L^{q^{*}}(\Omega)}^{q} \mathrm{~d} t=C\left\|\theta_{k}\right\|_{L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)}^{q} .
\end{align*}
$$

The Sobolev embedding theorem implies that

$$
\left\|\theta_{k}\right\|_{L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)}^{q}=\int_{0}^{T}\left(\int_{\Omega}\left|\theta_{k}\right|^{q^{*}} \mathrm{~d} x\right)^{\frac{q}{q^{*}}} \mathrm{~d} t \leq C\left(\int_{0}^{T} \int_{\Omega}\left|\theta_{k}\right|^{q} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega}\left|\nabla \theta_{k}\right|^{q} \mathrm{~d} x \mathrm{~d} t\right)
$$

Using the previous inequalities we obtain

$$
\begin{aligned}
\left\|\theta_{k}\right\|_{L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)}^{q} & \leq C\left\|\theta_{k}\right\|_{L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)}^{\frac{q-1}{q^{*}-1} \frac{q^{*}}{q}}+c_{4}\left(n_{0}\right)+D\left(\int_{Q}\left|\theta_{k}\right|^{r} \mathrm{~d} x \mathrm{~d} t\right)^{1-\frac{q}{2}} \\
& \leq C\left\|\theta_{k}\right\|_{L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)}^{\frac{q-1}{q^{*}-1} \frac{q^{*}}{q}}+c_{4}\left(n_{0}\right)+D\left\|\theta_{k}\right\|_{L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)}^{q^{-q}}
\end{aligned}
$$

and $\frac{q-1}{q^{*}-1} \frac{q^{*}}{q}<1$ and $q \frac{2-q}{2}<q$, so we have the uniform boundedness

$$
\left\|\theta_{k}\right\|_{L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)}^{q} \leq C
$$

and from previous inequalities we get the uniform boundedness of sequence $\left\{\theta_{k}\right\}$ in the space $L^{q}\left(0, T, L^{q^{*}}(\Omega)\right)$. Using this uniform boundedness, inequalities (3.1.3) and (3.1.6) we get the uniform boundedness of the sequence $\left\{\theta_{k}\right\}$ in the spaces $L^{q}\left(0, T, W^{1, q}(\Omega)\right)$, which completes the proof.

Lemma 3.1.3. Let $f_{k} \rightharpoonup f$ weakly in $L^{1}(Q)$. Then the sequence $\left\{\nabla \theta_{k}\right\}$ converges strongly to $\nabla \theta$ in $L^{1}\left(0, T, L^{1}(\Omega)\right)$.

Proof. Let us define a test function

$$
\varphi(s)= \begin{cases}\varepsilon & s>\varepsilon  \tag{3.1.7}\\ s & |s| \leq \varepsilon \\ -\varepsilon & s<-\varepsilon\end{cases}
$$

for fixed $\varepsilon>0$. Subtracting equation (3.0.1) with function on right-hand side $f_{n}$ and $f_{m}$, and using the test function $\varphi\left(\theta_{n}-\theta_{m}\right)$ we obtain

$$
\begin{aligned}
& \int_{\Omega} \Phi\left(\theta_{n}-\theta_{m}\right)(T) \mathrm{d} x+\int_{D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t= \\
& \quad \int_{0}^{T} \int_{\Omega}\left(f_{n}-f_{m}\right) \varphi\left(\theta_{n}-\theta_{m}\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \Phi\left(\mathcal{T}_{n}\left(\theta_{0}\right)-\mathcal{T}_{m}\left(\theta_{0}\right)\right) \mathrm{d} x
\end{aligned}
$$

where $\Phi(s)=\int_{0}^{s} \varphi(\tau) d \tau$ and $D_{n, m, \varepsilon}=\left\{(x, t) \in \Omega \times(0, T):\left|\theta_{n}(x, t)-\theta_{m}(x, t)\right| \leq \varepsilon\right\}$. The sequence $\mathcal{T}_{k}\left(\theta_{0}\right)$ is convergent to $\theta_{0}$ in $L^{1}(\Omega)$, hence, we can find $n_{0}$ such that for every $n, m$ greater than $n_{0}$ we have $\int_{\Omega} \Phi\left(\mathcal{T}_{n}\left(\theta_{0}\right)-\mathcal{T}_{m}\left(\theta_{0}\right)\right)<\varepsilon$. The function $\Phi$ is nonnegative and the right-hand side of the equation above is bounded $\left(\left\|f_{n}\right\|_{L^{1}\left(0, T, L^{1}(\Omega)\right)} \leq B\right)$, hence

$$
\int_{D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq 2 \varepsilon B+\varepsilon=(2 B+1) \varepsilon
$$

The Hölder inequality yields

$$
\begin{aligned}
\int_{D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right| \mathrm{d} x \mathrm{~d} t & \leq\left(\int_{D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t\right)^{\frac{1}{2}}\left(\text { meas }\left(D_{n, m, \varepsilon}\right)\right)^{\frac{1}{2}} \\
& \leq C(2 B+1)^{\frac{1}{2}} \varepsilon^{\frac{1}{2}}
\end{aligned}
$$

Using the decomposition of $Q=D_{n, m, \varepsilon} \cup\left(Q \backslash D_{n, m, \varepsilon}\right)$ we have to consider the integral over the second set.

$$
\begin{equation*}
\int_{Q \backslash D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right| \mathrm{d} x \mathrm{~d} t \leq\left(\int_{Q \backslash D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right|^{q} \mathrm{~d} x \mathrm{~d} t\right)^{\frac{1}{q}}\left(\operatorname{meas}\left(Q \backslash D_{n, m, \varepsilon}\right)\right)^{1-\frac{1}{q}} \tag{3.1.8}
\end{equation*}
$$

The first term on the right-hand side is bounded, since the sequence $\left\{\theta_{n}\right\}$ is uniformly bounded in $L^{q}\left(0, T, W^{1, q}(\Omega)\right)$. The sequence $\left\{\theta_{n}\right\}$ is a Cauchy sequence in $L^{1}\left(0, T, L^{1}(\Omega)\right)$, so there exists $n_{0}$ such that for all $n, m>n_{0}$ occur $\left(\operatorname{meas}\left(Q \backslash D_{n, m, \varepsilon}\right)\right)^{1-\frac{1}{q}}<\varepsilon$. Then, from the previous inequalities we obtain

$$
\begin{align*}
\int_{Q}\left|\nabla \theta_{n}-\nabla \theta_{m}\right| \mathrm{d} x \mathrm{~d} t & =\int_{D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right| \mathrm{d} x \mathrm{~d} t+\int_{Q \backslash D_{n, m, \varepsilon}}\left|\nabla\left(\theta_{n}-\theta_{m}\right)\right| \mathrm{d} x \mathrm{~d} t  \tag{3.1.9}\\
& \leq c_{1} \varepsilon^{\frac{1}{2}}+c_{2} \varepsilon
\end{align*}
$$

which implies that $\left\{\nabla \theta_{n}\right\}$ is a Cauchy sequence in $L^{1}\left(0, T, L^{1}(\Omega)\right)$.

Lemma 3.1.4 (Aubin-Lions, Lemma 7.7 from [65]). Let $V_{1}, V_{2}$ be Banach spaces, and $V_{3}$ be a metrizable Hausdorff locally convex space, $V_{1}$ be separable and reflexive, $V_{1} \subset \subset V_{2}$ (a compact embedding), $V_{2} \subset V_{3}$ (a continuous embedding), $1<p<\infty, 1 \leq q \leq \infty$. Then $\{u: u \in$ $\left.L^{p}\left(0, T, V_{1}\right) ; u_{t} \in L^{q}\left(0, T, V_{3}\right)\right\} \subset \subset L^{p}\left(0, T, V_{2}\right)$ (a compact embedding).

From the uniform boundedness of the sequence $\left\{f_{k}\right\}$ in $L^{1}\left(0, T, L^{1}(\Omega)\right)$ and from the uniform boundedness of the sequence $\left\{\theta_{k}\right\}$ in $L^{q}\left(0, T, W^{1, q}(\Omega)\right)$ we obtain that $\left\{\left(\theta_{k}\right)_{t}\right\}$ is a bounded sequence in the space $L^{1}\left(0, T, W^{-1, q}(\Omega)\right)$. Consequently, the sequence $\left\{\theta_{k}\right\}$ is relatively compact in $L^{1}\left(0, T, L^{1}(\Omega)\right)$. Due to Lemma 3.1 .2 and Lemma 3.1 .3 we know that the sequence $\left\{\theta_{k}\right\}$ converges strongly to $\theta$ in $L^{q}\left(0, T, W^{1, q}(\Omega)\right)$. Moreover, $\left(\theta_{k}\right)_{t}$ converges strongly to $\theta_{t}$ in $L^{1}\left(0, T ; W^{-2,2}(\Omega)\right)$ by Rellich-Kondrachov's theorem. Thus, $\theta_{k}$ converges strongly to $\theta$ in $C\left([0, T], W^{-2,2}(\Omega)\right)$ and $\theta_{k}(\cdot, 0)$ converges to $\theta(\cdot, 0)$ in $W^{-2,2}(\Omega)$.

Additionally, in Chapter 4 and in Chapter 5 existence of temperature $\theta$ gives us information about the convergence of right-hand sides of heat equations. Thus, we may pass to the limit in heat equation.

Lemma 3.1.5. Let $f_{k} \rightharpoonup f$ weakly in $L^{1}(Q)$ and $\theta_{0}$ belongs to $L^{1}(\Omega)$. Then, for $q<\frac{2(N+1)-N}{N+1}$ $\left(q<\frac{5}{4}\right.$ when $\left.N=3\right)$ there exists $\theta \in L^{q}\left(0, T, W^{1, q}(\Omega)\right) \cap C\left([0, T], W^{-2,2}(\Omega)\right)-a$ solution to the system

$$
\left\{\begin{array}{cl}
\theta_{t}-\Delta \theta=f & \text { in } \Omega \times(0, T),  \tag{3.1.10}\\
\frac{\partial \theta}{\partial \boldsymbol{n}}=0 & \text { on } \partial \Omega \times(0, T), \\
\theta(x, 0)=\theta_{0}(x) & \text { in } \Omega .
\end{array}\right.
$$

Proof. Choosing for 3.0.1) the test function $\psi \in C_{c}^{\infty}\left([\infty, T), C^{\infty}(\Omega)\right)$, we get

$$
\int_{0}^{T} \int_{\Omega}\left(\theta_{n}\right)_{t} \psi \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Omega} \Delta \theta_{n} \psi \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} f_{n} \psi \mathrm{~d} x \mathrm{~d} t
$$

Then

$$
\begin{aligned}
-\int_{0}^{T} \int_{\Omega} \theta_{n} \psi_{t} \mathrm{~d} x \mathrm{~d} t & +\left.\int_{\Omega} \theta_{n} \psi \mathrm{~d} x\right|_{0} ^{T} \\
& +\int_{0}^{T} \int_{\Omega} \nabla \theta_{n} \cdot \nabla \psi \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\partial \Omega} \frac{\partial \theta_{n}}{\partial \boldsymbol{n}} \psi \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} f_{n} \psi \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

And finally

$$
-\int_{0}^{T} \int_{\Omega} \theta_{n} \psi_{t} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega} \nabla \theta_{n} \cdot \nabla \psi \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} f_{n} \psi \mathrm{~d} x \mathrm{~d} t+\int_{\Omega} T_{n}\left(\theta_{0}\right) \psi \mathrm{d} x .
$$

Using the convergence of the temperatures' sequence we obtain

$$
-\int_{0}^{T} \int_{\Omega} \theta \psi_{t}+\int_{0}^{T} \int_{\Omega} \nabla \theta \cdot \nabla \psi=\int_{0}^{T} \int_{\Omega} f \psi+\int_{\Omega} \theta_{0} \psi
$$

Remark. The solution $\theta$ obtained by Boccardo © Gallouët's approach is not unique.

### 3.2 Renormalised approach

The second approach is to find the renormalised solution. The notion of renormalised solution for parabolic equation was introduced in [13, 14], but only for Dirichlet boundary conditions. Some proofs from [13, 14] require modification for the case of Neumann boundary conditions. Moreover, since the heat equation is one out of equations from the whole system, we obtain the result in two steps. Firstly, having only the uniform boundedness of right-hand sides we obtain
the existence of temperature $\theta$ and almost pointwise convergence of approximate temperatures $\theta_{k}$ to $\theta$ as $k$ tends to $\infty$. Again, we consider systems of equations

$$
\begin{cases}\left(\theta_{k}\right)_{t}-\Delta \theta_{k}=f_{k} & \text { in } Q  \tag{3.2.1}\\ \frac{\partial \theta_{k}}{\partial n}=0 & \text { on } \partial \Omega \times(0, T) \\ \theta_{k}(t=0)=\theta_{k, 0}, & \text { in } \Omega\end{cases}
$$

where for every $k \in \mathbb{N}$ function $f_{k}$ belongs to $L^{2}(Q)$, the sequence $\left\{f_{k}\right\}$ is uniformly bounded in $L^{1}(Q)$ and $\theta_{k, 0}$ belongs to $L^{2}(\Omega)$ and strongly converges to $\theta_{0}$ in $L^{1}(\Omega)$ as $k$ tends to $\infty$.

Secondly, usage of pointwise convergence way prove the convergence of right-hand side of heat equation, see Chapter 6. This information is necessary to complete the prove of renormalised solution.

Definition 3.2.1 (Renormalised solution to heat equation). Let $f$ belong to $L^{1}(Q)$ and $\theta_{0}$ belong to $L^{1}(\Omega)$. A real-valued function $\theta$ defined on $Q$ is a renormalised solution of heat equation (3.2.1) if
a) $\theta$ is a measurable function such that $\mathcal{T}_{K}(\theta)$ belongs to $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$ for all positive $K$;
b) for all positive c

$$
\begin{equation*}
\mathcal{T}_{K+c}(\theta)-\mathcal{T}_{K}(\theta) \rightarrow 0 \tag{3.2.2}
\end{equation*}
$$

in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$ as $K$ goes to $\infty$;
c) and $\theta(t=0)=\theta_{0}$.

Moreover, for all functions $S \in C^{\infty}(\mathbb{R})$, such that $S^{\prime}$ belongs to $C_{0}^{\infty}(\mathbb{R})$ ( $S^{\prime}$ has a compact support), the following equality holds

$$
\begin{align*}
-\int_{Q} S(\theta) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t+\int_{\Omega} S\left(\theta_{0}\right) \phi(x, 0) \mathrm{d} x & +\int_{Q} S^{\prime}(\theta) \nabla \theta \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t \\
& +\int_{Q} S^{\prime \prime}(\theta)|\nabla \theta|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} f S^{\prime}(\theta) \phi \mathrm{d} x \mathrm{~d} t \tag{3.2.3}
\end{align*}
$$

where $\phi \in C_{c}^{\infty}\left([-\infty, T), C^{\infty}(\Omega)\right)$.
We use the notation $\lim _{k, l \rightarrow \infty}$ when the order in the passing to the limit is not relevant, i.e.

$$
\lim _{k, l \rightarrow \infty} F_{k, l}=\lim _{k \rightarrow \infty} \lim _{l \rightarrow \infty} F_{k, l}=\lim _{l \rightarrow \infty} \lim _{k \rightarrow \infty} F_{k, l}
$$

Our reasoning is different then the one presented in [13], e.g. we divide Lemma 1 from [13] into two lemmas. Firstly, our goal is to get the existence of temperature and its almost pointwise convergence in $Q$. Convergence of right-hand sides of heat equations is a consequence of existence of temperature and it requires some calculation, see Chapter 6. For different models we have different convergence, i.e. strong (for Mróz model) or weak (for Norton-Hoff-type model and model with growth conditions in generalized Orlicz spaces). These differences cause different properties of temperature, see Lemma 3.2.2.

Lemma 3.2.1. Let us assume that the sequence $\left\{f_{k}\right\}$ is uniformly bounded in $L^{1}(Q)$. Then, there exists a subsequence of the sequence $\left\{\theta_{k}\right\}$ (still denoted by $k$ ) and measurable function $\theta$, such that when $k$ tends to $\infty$ and for any fixed positive real number $K$ the following conditions are satisfied
a) $\theta_{k}$ converges to $\theta$ almost everywhere in $Q$;
b) $\mathcal{T}_{K}\left(\theta_{k}\right)$ converges weakly to $\mathcal{T}_{K}(\theta)$ in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$.

Proof. Let us take $\mathcal{T}_{K}\left(\theta_{k}\right)$ as a test function in 3.2.1. Then for $t \in(0, T)$ it holds

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega} \frac{\partial \theta_{k}}{\partial t} \mathcal{T}_{K}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t+\int_{0}^{t} \int_{\Omega}\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{t} \int_{\Omega} f_{k} \mathcal{T}_{k}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \tag{3.2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \tilde{\mathcal{T}}_{K}\left(\theta_{k}\right)(t) \mathrm{d} x+\int_{0}^{t} \int_{\Omega}\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{t} \int_{\Omega} f_{k} \mathcal{T}_{k}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \tilde{\mathcal{T}}_{K}\left(\theta_{k, 0}\right) \mathrm{d} x \tag{3.2.5}
\end{equation*}
$$

where $\tilde{\mathcal{T}}_{K}(r)=\int_{0}^{r} \mathcal{T}_{K}(z) \mathrm{d} z$ is a positive real valued function. Using definition of the truncation and linear growth of function $\tilde{\mathcal{T}}_{K}(r)$ at infinity, the following estimate holds

$$
\begin{equation*}
\int_{\Omega} \tilde{\mathcal{T}}_{K}\left(\theta_{k}\right)(t) \mathrm{d} x+\int_{0}^{t} \int_{\Omega}\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq K\|f\|_{L^{1}(Q)}+C(K)\left\|\theta_{k, 0}\right\|_{L^{1}(\Omega)} \tag{3.2.6}
\end{equation*}
$$

To show that sequence $\left\{\mathcal{T}_{K}\left(\theta_{k}\right)\right\}$ is uniformly bounded in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$, it is enough to estimate $\left\|\mathcal{T}_{K}\left(\theta_{k}\right)\right\|_{L^{2}(Q)}$ by $\left\|\tilde{\mathcal{T}}_{K}\left(\theta_{k}\right)\right\|_{L^{1}(Q)}$ and $\left\|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right\|_{L^{2}(Q)}$. By Poincaré inequality we get

$$
\begin{align*}
\left\|\mathcal{T}_{K}\left(\theta_{k}\right)\right\|_{L^{2}(Q)} & \leq\left\|T_{K}\left(\theta_{k}\right)-\left(\mathcal{T}_{K}\left(\theta_{k}\right)\right)_{\Omega}\right\|_{L^{2}(Q)}+\left\|\left(\mathcal{T}_{K}\left(\theta_{k}\right)\right)_{\Omega}\right\|_{L^{2}(Q)}  \tag{3.2.7}\\
& \leq\left\|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right\|_{L^{2}(Q)}+\left\|\left(\mathcal{T}_{K}\left(\theta_{k}\right)\right)_{\Omega}\right\|_{L^{2}(Q)},
\end{align*}
$$

where by $\left(\mathcal{T}_{K}\left(\theta_{k}\right)\right)_{\Omega}$ we denote the mean value. Using the definition of truncation operator we obtain

$$
\tilde{\mathcal{T}}_{K}\left(\theta_{k}\right)= \begin{cases}\frac{1}{2}\left(\theta_{k}\right)^{2} & \left|\theta_{k}\right| \leq K,  \tag{3.2.8}\\ \frac{1}{2} K^{2}+K\left(\left|\theta_{k}\right|-K\right) & \left|\theta_{k}\right|>K,\end{cases}
$$

and then it remains to show the estimates for $\left(\mathcal{T}_{K}\left(\theta_{k}\right)\right)_{\Omega}$

$$
\begin{equation*}
\int_{\Omega}\left|\mathcal{T}_{K}\left(\theta_{k}\right)\right|^{2} \mathrm{~d} x=\int_{\left\{x \in \Omega:\left|\theta_{k}\right| \leq K\right\}}\left|\theta_{k}\right|^{2} \mathrm{~d} x+\int_{\left\{x \in \Omega:\left|\theta_{k}\right|>K\right\}} K^{2} \mathrm{~d} x \leq 2 \int_{\Omega} \tilde{\mathcal{T}}_{K}\left(\theta_{k}\right) \mathrm{d} x \tag{3.2.9}
\end{equation*}
$$

Finite measure of $Q$ implies that sequence $\left\{\mathcal{T}_{K}\left(\theta_{k}\right)\right\}$ is uniformly bounded in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$, which completes the proof.

If we have the convergence of right-hand side functions of heat equation we may improve the result from Lemma 3.2.1.

Lemma 3.2.2. Let us assume that the sequence $\left\{f_{k}\right\}$ converges weakly to $f$ in $L^{1}(Q)$ with $k \rightarrow \infty$. For a subsequence $\left\{\theta_{k}\right\}$ from Lemma 3.2.1 and for any fixed positive real number $K$ there exists the following limit

$$
\begin{equation*}
\lim _{\eta, \varepsilon \rightarrow \infty} \int_{Q}\left|\nabla \mathcal{T}_{K}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=0 \tag{3.2.10}
\end{equation*}
$$

Moreover, if $\left\{f_{k}\right\}$ converges strongly to $f$ then $\theta$ belongs to $C\left([0, T], L^{1}(\Omega)\right)$.

Proof. To prove 3.2.10 we use $\mathcal{T}_{K}\left(\theta_{k}-\theta_{l}\right)$ as a test function for difference of two approximate equations (3.2.1), i.e.

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\theta_{k}-\theta_{l}\right)-\Delta\left(\theta_{k}-\theta_{l}\right)=f_{k}-f_{l} \tag{3.2.11}
\end{equation*}
$$

Thus, after integration over $\Omega$ and time interval $(0, T)$ we obtain

$$
\begin{align*}
\int_{\Omega} \tilde{\mathcal{T}}_{K}\left(\theta_{k}-\theta_{l}\right)(T) \mathrm{d} x+ & \int_{Q}\left|\nabla \mathcal{T}_{K}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{3.2.12}\\
& =\int_{Q}\left(f_{k}-f_{l}\right) \mathcal{T}_{K}\left(\theta_{k}-\theta_{l}\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \tilde{\mathcal{T}}_{K}\left(\theta_{k, 0}-\theta_{l, 0}\right) \mathrm{d} x
\end{align*}
$$

Positivity of the first term on the left-hand side in abovementioned equation, boundedness of $\mathcal{T}_{K}\left(\theta_{k}-\theta_{l}\right)$, weak convergences of the sequence $\left\{f_{k}\right\}$ and strong convergence of initial conditions imply that

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} \int_{Q}\left|\nabla \mathcal{T}_{K}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=0 \tag{3.2.13}
\end{equation*}
$$

Let us assume that $\left\{f_{k}\right\}$ converges strongly to $f$. For $\delta>0$, let us test 3.2.11 by function $\frac{1}{\delta} \mathcal{T}_{\delta}\left(\theta_{k}-\theta_{l}\right)$. Then, we get

$$
\begin{align*}
\frac{1}{\delta} \int_{\Omega} \tilde{\mathcal{T}}_{\delta}\left(\theta_{k}-\theta_{l}\right)(t) \mathrm{d} x & +\frac{1}{\delta} \int_{0}^{t} \int_{\Omega}\left|\nabla \mathcal{T}_{\delta}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& =\frac{1}{\delta} \int_{0}^{t} \int_{\Omega}\left(f_{k}-f_{l}\right) \mathcal{T}_{\delta}\left(\theta_{k}-\theta_{l}\right) \mathrm{d} x \mathrm{~d} t+\frac{1}{\delta} \int_{\Omega} \tilde{\mathcal{T}}_{\delta}\left(\theta_{k, 0}-\theta_{l, 0}\right) \mathrm{d} x \tag{3.2.14}
\end{align*}
$$

Using the positivity of the second term of the left-hand side we obtain

$$
\begin{equation*}
\frac{1}{\delta} \int_{\Omega} \tilde{\mathcal{T}}_{\delta}\left(\theta_{k}-\theta_{l}\right)(t) \mathrm{d} x \leq \int_{0}^{t} \int_{\Omega}\left|f_{k}-f_{l}\right| \mathrm{d} x \mathrm{~d} t+\frac{1}{\delta} \int_{\Omega} \tilde{\mathcal{T}}_{\delta}\left(\theta_{k, 0}-\theta_{l, 0}\right) \mathrm{d} x \tag{3.2.15}
\end{equation*}
$$

Passing to the limit with $\delta$ tends to 0 we obtain

$$
\begin{align*}
& \lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{\Omega} \tilde{\mathcal{T}}_{\delta}\left(\theta_{k}-\theta_{l}\right)(t) \mathrm{d} x=\int_{\Omega}\left(\theta_{k}-\theta_{l}\right)(t) \mathrm{d} x, \\
& \lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{\Omega} \tilde{\mathcal{T}}_{\delta}\left(\theta_{k, 0}-\theta_{l, 0}\right) \mathrm{d} x=\int_{\Omega}\left(\theta_{k, 0}-\theta_{l, 0}\right) \mathrm{d} x \tag{3.2.16}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\int_{\Omega}\left(\theta_{k}-\theta_{l}\right)(t) \mathrm{d} x \leq \int_{0}^{t} \int_{\Omega}\left|f_{k}-f_{l}\right| \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left(\theta_{k, 0}-\theta_{l, 0}\right) \mathrm{d} x \tag{3.2.17}
\end{equation*}
$$

and we conclude that the sequence $\left\{\theta_{k}\right\}$ is a Cauchy sequence in $C\left([0, T], L^{1}(\Omega)\right)$, hence there exist $\theta \in C\left([0, T], L^{1}(\Omega)\right)$, such that $\theta_{k} \rightarrow \theta$ in $C\left([0, T], L^{1}(\Omega)\right)$ as $k$ tends to $\infty$.

Let us take any $T^{\prime}>T$ and let us extend $f_{k}$ by 0 on $\Omega \times\left(0, T^{\prime}\right)$. Then we denote $Q^{\prime}=$ $\Omega \times\left(T, T^{\prime}\right)$ and we consider the following problem

$$
\begin{cases}\frac{\partial \theta_{k}}{\partial t}-\Delta \theta_{l}=f_{k} & \text { in } Q^{\prime}  \tag{3.2.18}\\ \frac{\partial \theta_{k}}{\partial n}=0 & \text { on } \partial \Omega \times\left(0, T^{\prime}\right) \\ \theta_{k}(t=0)=\theta_{k, 0} & \text { in } \Omega\end{cases}
$$

Thus, we know that there exists an unique solution $\widehat{\theta_{k}}$ and $\widehat{\theta_{k}}=\theta_{k}$ a.e. on $Q$. Hence, later we do not distinguish these two solutions.

Now, our goal is to prove that the convergence of a sequence $\left\{\mathcal{T}_{K}\left(\theta_{k}\right)\right\}$ is strong. For this purpose we start with auxiliary Lemma.

Lemma 3.2.3 (Lemma 2 from [13]). Let $H$ and $Z$ be two real valued functions which belong to $W^{2, \infty}(\mathbb{R})$ such that $H^{\prime}$ and $Z^{\prime}$ have compact supports with $Z(0)=Z^{\prime}(0)=0$. Then

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right) H^{\prime \prime}\left(\theta_{k}\right) Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t=0 \tag{3.2.19}
\end{equation*}
$$

Proof. Let $\theta_{k}, \theta_{l}$ be two different solutions to problem (3.2.18). Then taking the difference of these equations we get

$$
\begin{equation*}
\left(\theta_{k}-\theta_{l}\right)_{t}-\Delta\left(\theta_{k}-\theta_{l}\right)=f_{k}-f_{l} . \tag{3.2.20}
\end{equation*}
$$

Since $Z^{\prime}$ and $H$ are Lipschitz bounded functions with $Z^{\prime}(0)=0, Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right)$ may be used as a test function in 3.2.20. Thus,

$$
\begin{align*}
& \int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(\theta_{k}-\theta_{l}\right)_{t} Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau \\
&+ \int_{0}^{T^{\prime}}  \tag{3.2.21}\\
& \quad \int_{0}^{\tau} \int_{\Omega}\left(\nabla \theta_{k}-\nabla \theta_{l}\right) \cdot \nabla\left(Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau \\
&=\int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(f_{k}-f_{l}\right) Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau
\end{align*}
$$

Choosing now $Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right)$ as a test function in the equation 3.2.18 (1) for $\theta_{k}$ gives

$$
\begin{align*}
\int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(\theta_{k}\right)_{t} Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau+\int_{0}^{T^{\prime}} & \int_{0}^{\tau} \int_{\Omega} \nabla \theta_{k} \cdot \nabla\left(Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau \\
& =\int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega} f_{k} Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau \tag{3.2.22}
\end{align*}
$$

Since $\theta_{k} \rightarrow \theta$ almost pointwise in $Q^{\prime}$ and $Z, H, Z^{\prime}, H^{\prime}$ are Lipschitz bounded functions, $Z\left(\theta_{k}-\right.$ $\left.\theta_{l}\right) H^{\prime}\left(\theta_{k}\right)$ and $Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right)$ both converge to 0 almost pointwise as $k$ and $l$ go to $\infty$. Moreover, using the weak convergence of $\left\{f_{k}\right\}$ in $L^{1}(Q)$, we conclude that both right-hand sides of (3.2.21) and (3.2.22) tend to 0 as $k$ and $l$ go to $\infty$.

Integration by parts results in

$$
\begin{align*}
& \int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(\theta_{k}\right)_{t} Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau=\int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(H\left(\theta_{k}\right)\right)_{t} Z\left(\theta_{k}-\theta_{l}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau \\
&=-\int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega} H\left(\theta_{k}\right)\left(Z\left(\theta_{k}-\theta_{l}\right)\right)_{t} \mathrm{~d} x \mathrm{~d} t \mathrm{~d} \tau \\
&+\int_{0}^{T^{\prime}}\left[\int_{\Omega} Z\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right) \mathrm{d} x\right]_{0}^{\tau} \mathrm{d} \tau \\
&=-\int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(\theta_{k}-\theta_{l}\right)_{t} Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau \\
&+\int_{Q^{\prime}} Z\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} \tau-T^{\prime} \int_{\Omega} Z\left(\theta_{k, 0}-\theta_{l, 0}\right) H\left(\theta_{k, 0}\right) \mathrm{d} x \tag{3.2.23}
\end{align*}
$$

We know that $\theta_{k} \rightarrow \theta$ a.e. in $Q^{\prime}$ and functions $Z, H$ belong to $W^{2, \infty}(\mathbb{R})$. Thus, it provides to

$$
\begin{align*}
\lim _{k, l \rightarrow \infty} \int_{Q^{\prime}} Z\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} \tau & =0,  \tag{3.2.24}\\
\lim _{k, l \rightarrow \infty} T \int_{\Omega} Z\left(\theta_{k, 0}-\theta_{l, 0}\right) H\left(\theta_{k, 0}\right) \mathrm{d} x & =0 .
\end{align*}
$$

And then we obtain

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} \int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(\theta_{k}\right)_{t} Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau=-\lim _{k, l \rightarrow \infty} \int_{0}^{T^{\prime}} \int_{0}^{\tau} \int_{\Omega}\left(\theta_{k}-\theta_{l}\right)_{t} Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \tau \tag{3.2.25}
\end{equation*}
$$

Vanishing of right-hand sides of (3.2.21), (3.2.22) and equality (3.2.25) provides that

$$
\begin{align*}
\lim _{k, l \rightarrow \infty} \int_{0}^{T^{\prime}} \int_{\Omega} \int_{0}^{\tau}\left(\left(\nabla \theta_{k}\right.\right. & \left.-\nabla \theta_{l}\right) \cdot \nabla\left(Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right)\right) \mathrm{d} t \mathrm{~d} x \mathrm{~d} \tau \\
& =-\lim _{k, l \rightarrow \infty} \int_{0}^{T^{\prime}} \int_{\Omega} \int_{0}^{\tau} \nabla \theta_{k} \cdot \nabla\left(Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right)\right) \mathrm{d} t \mathrm{~d} x \mathrm{~d} \tau \tag{3.2.26}
\end{align*}
$$

In the abovementioned equation we have the following situation. We consider limits in the form of $\int_{0}^{T^{\prime}} \int_{\Omega} \int_{0}^{\tau} a(x, t) \mathrm{d} t \mathrm{~d} x \mathrm{~d} \tau$. Using Fubini theorem we may change the order of integration and we obtain

$$
\begin{equation*}
\int_{0}^{T^{\prime}} \int_{\Omega} \int_{0}^{\tau} a(x, t) \mathrm{d} t \mathrm{~d} x \mathrm{~d} \tau=\int_{0}^{T^{\prime}} \int_{\Omega} \int_{t}^{T^{\prime}} \mathrm{d} \tau a(x, t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T^{\prime}} \int_{\Omega}\left(T^{\prime}-t\right) a(x, t) \mathrm{d} x \mathrm{~d} t \tag{3.2.27}
\end{equation*}
$$

Thus, two terms in (3.2.26) may be rewritten in the form of

$$
\begin{align*}
\int_{0}^{T^{\prime}} & \int_{\Omega} \int_{0}^{\tau}\left(\nabla \theta_{k}-\nabla \theta_{l}\right) \cdot \nabla\left(Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right)\right) \mathrm{d} t \mathrm{~d} x \mathrm{~d} \tau \\
& =\underbrace{\int_{Q^{\prime}}\left(T^{\prime}-t\right) Z^{\prime \prime}\left(\theta_{k}-\theta_{l}\right) H\left(\theta_{k}\right)\left|\nabla\left(\theta_{k}-\theta_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t}_{=E_{K}^{k, l}}+\underbrace{\int_{Q^{\prime}}\left(T^{\prime}-t\right) Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right) \nabla\left(\theta_{k}-\theta_{k}\right) \cdot \nabla \theta_{k} \mathrm{~d} x \mathrm{~d} t}_{=F_{K}^{k, l}}, \tag{3.2.28}
\end{align*}
$$

and

$$
\begin{align*}
\int_{0}^{T^{\prime}} & \int_{\Omega} \int_{0}^{\tau} \nabla \theta_{k} \cdot \nabla\left(Z\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right)\right) \mathrm{d} t \mathrm{~d} x \mathrm{~d} \tau \\
& =\underbrace{\int_{Q^{\prime}}\left(T^{\prime}-t\right) Z^{\prime}\left(\theta_{k}-\theta_{l}\right) H^{\prime}\left(\theta_{k}\right) \nabla\left(\theta_{k}-\theta_{k}\right) \cdot \nabla \theta_{k} \mathrm{~d} x \mathrm{~d} t}_{=F_{K}^{k, l}}+\underbrace{\int_{Q^{\prime}}\left(T^{\prime}-t\right) Z\left(\theta_{k}-\theta_{l}\right) H^{\prime \prime}\left(\theta_{k}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t}_{=G_{K}^{k, l}} \tag{3.2.29}
\end{align*}
$$

The next step of the proof is to show that $E_{K}^{k, l}$ and $F_{K}^{k, l}$ converge to zero as $k$ and $l$ go to $\infty$. Since 3.2.26 holds, it will imply that $G_{K}^{k, l}$ converges to zero as $k$ and $l$ go to $\infty$. Let us take a positive real number $M$ such that $\operatorname{supp}\left(H^{\prime}\right) \subset[-M,+M]$ and $\operatorname{supp}\left(Z^{\prime}\right) \subset[-M,+M]$. Then, the following estimate holds

$$
\begin{equation*}
E_{K}^{k, l} \leq T\left\|Z^{\prime \prime}\right\|_{L^{\infty}(\mathbb{R})}\|H\|_{L^{\infty}(\mathbb{R})} \int_{Q^{\prime}}\left|\nabla \mathcal{T}_{M}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \tag{3.2.30}
\end{equation*}
$$

Using Lemma 3.2.2 we obtain

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} E_{K}^{k, l}=0 \tag{3.2.31}
\end{equation*}
$$

Similarly, $F_{K}^{\varepsilon, \eta}$ is estimated as follows

$$
\begin{equation*}
F_{K}^{k, l} \leq T\left\|Z^{\prime}\right\|_{L^{\infty}(\mathbb{R})}\left\|H^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \int_{Q^{\prime}}\left|\nabla \mathcal{T}_{M}\left(\theta_{k}-\theta_{k}\right) \| \nabla \mathcal{T}_{M}\left(\theta_{k}\right)\right| \mathrm{d} x \mathrm{~d} t \tag{3.2.32}
\end{equation*}
$$

Using Hölder's inequality and again Lemma 3.2.2 we get

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} F_{K}^{k, l}=0 \tag{3.2.33}
\end{equation*}
$$

which completes the proof.
Now, we pass to the main theorem of this section.
Theorem 3.2.1. Let $K$ be a fixed positive real number. The sequence $\left\{\mathcal{T}_{K}\left(\theta_{k}\right)\right\}$ strongly converges to $\mathcal{T}_{K}(\theta)$ in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$.

Proof. The main point of the following proof is to show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)-\nabla \mathcal{T}_{K}(\theta)\right|^{2} \mathrm{~d} x \mathrm{~d} t=0 \tag{3.2.34}
\end{equation*}
$$

Since $\theta_{k}$ is the unique solution of the problem (3.2.18) it is obvious that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)-\nabla \mathcal{T}_{K}(\theta)\right|^{2} \geq\left(T^{\prime}-T\right) \lim _{k \rightarrow \infty} \int_{Q}\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)-\nabla \mathcal{T}_{K}(\theta)\right|^{2} \geq 0 \tag{3.2.35}
\end{equation*}
$$

Let us start with decomposition of set $Q^{\prime}$ into four subsets:

- $\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right|<K\right\} ;$
- $\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\} ;$
- $\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right|<K\right\} ;$
- and $\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\}$.

Applying this decomposition and using the truncation operator we obtain

$$
\begin{align*}
\int_{Q^{\prime}}\left(T^{\prime}-t\right) \mid \nabla & \mathcal{T}_{K}\left(\theta_{k}\right)-\left.\nabla \mathcal{T}_{K}\left(\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
= & \underbrace{\int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right|<K\right\}}\left(T^{\prime}-t\right)\left|\nabla \theta_{k}-\nabla \theta_{l}\right|^{2} \mathrm{~d} x \mathrm{~d} t}_{=A_{K}^{k, l}} \\
& +\underbrace{\int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\}}\left(T^{\prime}-t\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t}_{=B_{K}^{k, l}}  \tag{3.2.36}\\
& +\underbrace{\int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right|<K\right\}}\left(T^{\prime}-t\right)\left|\nabla \theta_{l}\right|^{2} \mathrm{~d} x \mathrm{~d} t}_{=B_{K}^{k, l}} \\
& +\underbrace{\int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\}}\left(T^{\prime}-t\right) 0 \mathrm{~d} x \mathrm{~d} t}_{=0} .
\end{align*}
$$

We may observe that $B_{K}^{k, l}$ and $B_{K}^{k, l}$ are symmetric with respect to $k$ and $l$. Our goal is to show that $A_{K}^{k, l}$ and $B_{K}^{k, l}$ converge to 0 with $k, l \rightarrow \infty$.

The term $A_{K}^{k, l}$ is easily estimated since

$$
\begin{align*}
0 \leq A_{K}^{k, l} & \leq \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}-\theta_{l}\right|<2 K\right\}}\left(T^{\prime}-t\right)\left|\nabla\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& =\int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{2 K}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{3.2.37}\\
& \leq T^{\prime} \int_{Q^{\prime}}\left|\nabla \mathcal{T}_{2 K}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t .
\end{align*}
$$

Using Lemma 3.2.2 we conclude that

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} A_{K}^{k, l}=0 \tag{3.2.38}
\end{equation*}
$$

The next step of the proof is to show the estimates for $B_{K}^{k, l}$. Let $K^{\prime}$ be any positive real number. Then we split the set $\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\}$ into two subsets $\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}-\theta_{l}\right| \leq K^{\prime}\right\}$ and $\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}-\theta_{l}\right|>K^{\prime}\right\}$. Thus

$$
\left.\begin{array}{rl}
B_{K}^{k, l}= & \overbrace{\int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}-\theta_{l}\right| \leq K^{\prime}\right\}}\left(T^{\prime}-t\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t}^{=B_{1}^{k, l}}\left(T^{\prime}-t\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{array}\right) .
$$

Moreover, the following inequality holds

$$
\begin{align*}
0 \leq B_{1}^{k, l}= & \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{l}\right| \geq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}-\theta_{l}\right| \leq K^{\prime}\right\}}\left(T^{\prime}-t\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
= & \int_{\left\{\left|\theta_{k}\right|<K\right\} \cap\left\{\left|\theta_{l}\right| \geq K\right\} \cap\left\{\left|\theta_{k}-\theta_{l}\right| \leq K^{\prime}\right\}}\left(T^{\prime}-t\right)\left(\left|\nabla\left(\theta_{k}-\theta_{l}\right)\right|^{2}+2 \nabla \theta_{k} \cdot \nabla \theta_{l}-\left|\nabla \theta_{l}\right|^{2}\right) \mathrm{d} x \mathrm{~d} t \\
\leq & \int_{\left\{\left|\theta_{k}\right|<K\right\} \cap\left\{K \leq\left|\theta_{l}\right|<K+K^{\prime}\right\}}\left(T^{\prime}-t\right)\left(\left|\nabla\left(\theta_{k}-\theta_{l}\right)\right|^{2}+2 \nabla \theta_{k} \cdot \nabla \theta_{l}-\left|\nabla \theta_{l}\right|^{2}\right) \mathrm{d} x \mathrm{~d} t \\
\leq & \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{l}\right|<K+K^{\prime}\right\}}\left(T^{\prime}-t\right)\left|\nabla\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +2 \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{l}\right|<K+K^{\prime}\right\}}\left(T^{\prime}-t\right) \nabla \theta_{k} \cdot \nabla \theta_{l} \mathrm{~d} x \mathrm{~d} t \\
\leq & T^{\prime} \int_{Q^{\prime}}\left|\nabla \mathcal{T}_{2 K+K^{\prime}}\left(\theta_{k}-\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +2 \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{l}\right|<K+K^{\prime}\right\}}\left(T^{\prime}-t\right) \nabla \theta_{k} \cdot \nabla \theta_{l} \mathrm{~d} x \mathrm{~d} t \tag{3.2.40}
\end{align*}
$$

By Lemma 3.2 .2 the first term in the right-hand side of 3.2 .40 converges to 0 when $k$ and $l$ go to $\infty$. To deal with the second one let us define the following function

$$
\Theta_{K}^{K^{\prime}}(s)= \begin{cases}0 & |s| \leq K  \tag{3.2.41}\\ s-K \operatorname{sgn}(s) & K \leq|s| \leq K^{\prime} \\ K^{\prime} \operatorname{sgn}(s) & K^{\prime} \leq|s|\end{cases}
$$

Thus, the second term of right-hand side of 3.2 .40 is equal to

$$
\begin{align*}
\int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right|<K\right\} \cap\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{l}\right|<K+K^{\prime}\right\}} & \left(T^{\prime}-t\right) \nabla \theta_{k} \cdot \nabla \theta_{l} \mathrm{~d} x \mathrm{~d} t  \tag{3.2.42}\\
& =\int_{Q^{\prime}}\left(T^{\prime}-t\right) \nabla \mathcal{T}_{K}\left(\theta_{k}\right) \nabla \Theta_{K}^{K^{\prime}}\left(\theta_{l}\right) \mathrm{d} x \mathrm{~d} t .
\end{align*}
$$

Through the use of $\Theta_{K}^{K^{\prime}}\left(\theta_{l}\right)$ as a test function in the equation (3.2.18) for $\theta_{l}$ we obtain

$$
\begin{equation*}
\int_{\Omega} \tilde{\Theta}_{K}^{K^{\prime}}\left(\theta_{l}\right)(t) \mathrm{d} x+\int_{0}^{t} \int_{\Omega}\left|\nabla \Theta_{K}^{K^{\prime}}\left(\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{t} \int_{\Omega} f^{\varepsilon} \Theta_{K}^{K^{\prime}}\left(\theta_{l}\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \tilde{\Theta}_{K}^{K^{\prime}}\left(\theta_{k, 0}\right) \mathrm{d} x \tag{3.2.43}
\end{equation*}
$$

where $\tilde{\Theta}_{K}^{K^{\prime}}(s)=\int_{0}^{s} \Theta_{K}^{K^{\prime}}(\tau) \mathrm{d} \tau$ is a positive real valued function. This provides that the sequence $\left\{\nabla \Theta_{K}^{K^{\prime}}\left(\theta_{l}\right)\right\}$ is uniformly bounded in $L^{2}\left(Q^{\prime}\right)$ (for any fixed $K$ and $K^{\prime}$ ). Using the same argumentation as in the proof of Lemma 3.2.1 we obtain that the sequence $\left\{\Theta_{K}^{K^{\prime}}\left(\theta_{l}\right)\right\}$ is uniformly bounded in $L^{2}\left(0, T^{\prime}, W^{1,2}(\Omega)\right)$.

Convergence of sequence $\left\{\theta_{l}\right\}$ to $\theta$ almost everywhere with $l \rightarrow \infty$ implies that sequence $\left\{\Theta_{K}^{K^{\prime}}\left(\theta_{l}\right)\right\}$ converges weakly to $\Theta_{K}^{K^{\prime}}(\theta)$ in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$. Passing to the limit with $l \rightarrow \infty$ and then $k \rightarrow \infty$ (or reversibly, since $k$ and $l$ are independent) we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \lim _{l \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right) \nabla \mathcal{T}_{K}\left(\theta_{k}\right) \nabla \Theta_{K}^{K^{\prime}}\left(\theta_{l}\right) \mathrm{d} x \mathrm{~d} t=\int_{Q^{\prime}}\left(T^{\prime}-t\right) \nabla \mathcal{T}_{K}(\theta) \nabla \Theta_{K}^{K^{\prime}}(\theta) \mathrm{d} x \mathrm{~d} t \tag{3.2.44}
\end{equation*}
$$

Furthermore, it is obvious that $\mathcal{T}_{K}(s)=\mathcal{T}_{K}\left(\mathcal{T}_{K+1}(s)\right)$ and $\Theta_{K}^{K^{\prime}}(s)=\Theta_{K}^{K^{\prime}}\left(\mathcal{T}_{K+K^{\prime}}(s)\right)$. Applying those equalities to (3.2.44) and using the chain rule we get

$$
\begin{equation*}
\int_{Q^{\prime}} \nabla \mathcal{T}_{K}(\theta) \nabla \Theta_{K}^{K^{\prime}}(\theta) \mathrm{d} x \mathrm{~d} t=\int_{Q^{\prime}} \mathcal{T}_{K}^{\prime}(\theta)\left(\Theta_{K}^{K^{\prime}}\right)^{\prime}(\theta) \nabla \mathcal{T}_{K+1}(\theta) \nabla \mathcal{T}_{K+K^{\prime}}(\theta) \mathrm{d} x \mathrm{~d} t \tag{3.2.45}
\end{equation*}
$$

Due to definition of $\mathcal{T}_{K}$ and $\Theta_{K}^{K^{\prime}}$ the function $\mathcal{T}_{K}^{\prime}(\theta)\left(\Theta_{K}^{K^{\prime}}\right)^{\prime}(\theta) \nabla \mathcal{T}_{K+1}(\theta) \nabla \mathcal{T}_{K+K^{\prime}}(\theta)$ is equal to 0 a.e. in $Q$. This information, (3.2.40, (3.2.42) and (3.2.44) imply that

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} B_{1}^{k, l}=0 \tag{3.2.46}
\end{equation*}
$$

To finish the proof it is enough to show that $B_{2}^{k, l}$ goes to 0 with $k, l \rightarrow \infty$. For this purpose we use Lemma 3.2.3. The natural choice of $H^{\prime \prime}\left(\theta_{k}\right)$ in (3.2.19) is $\left|\mathcal{T}_{K}^{\prime}\left(\theta_{k}\right)\right|^{2}$. Unfortunately, this is not the proper choice, because if $H^{\prime \prime}\left(\theta_{k}\right)=\left|\mathcal{T}_{K}^{\prime}\left(\theta_{k}\right)\right|^{2}$ then $H\left(\theta_{k}\right)$ does not belong to $W^{2, \infty}(\mathbb{R})$. Hence, for positive $\delta$ let us define the function

$$
\left(H_{K}^{\delta}\right)^{\prime \prime}(s)= \begin{cases}1 & |s|<K  \tag{3.2.47}\\ -K \delta & K<|s|<K+\frac{1}{\delta} \\ 0 & K+\frac{1}{\delta}\end{cases}
$$

Deriving $H_{K}^{\delta}(s)$ from (3.2.47), together with the conditions $H_{K}^{\delta}(0)=\left(H_{K}^{\delta}\right)^{\prime}(0)=0$ we obtain the function which belongs to $W^{2, \infty}(\mathbb{R})$ and its support $\operatorname{supp}\left(\left(H_{K}^{\delta}\right)^{\prime}\right)$ is contained in the interval $\left[-K-\frac{1}{\delta}, K+\frac{1}{\delta}\right]$. Moreover, the sequence $\left\{\left(H_{K}^{\delta}\right)^{\prime \prime}\right\}$ converges to $\left(\mathcal{T}_{K}^{\prime}\right)^{2}$ as $\delta$ goes to zero. Thus, using (3.2.47) in (3.2.19) we get

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \leq K\right\}}\left(T^{\prime}-t\right)\left(H_{K}^{\delta}\left(\theta_{l}\right)\right)^{\prime \prime} Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2}=0 \tag{3.2.48}
\end{equation*}
$$

and then

$$
\begin{align*}
\lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \leq K\right\}}\left(T^{\prime}-t\right) & Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& =K \delta \lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{k}\right| \leq K+\frac{1}{\delta}\right\}}\left(T^{\prime}-t\right) Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t, \tag{3.2.49}
\end{align*}
$$

for any $\delta$. If $\delta$ tends to zero in (3.2.49) then

$$
\begin{align*}
\lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \leq K\right\}} & \left(T^{\prime}-t\right) Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& =K \lim _{\delta \rightarrow 0}\left(\delta \lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{k}\right| \leq K+\frac{1}{\delta}\right\}}\left(T^{\prime}-t\right) Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t\right) \tag{3.2.50}
\end{align*}
$$

Furthermore, it holds that

$$
\begin{align*}
\left\lvert\, \delta \lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{k}\right| \leq K+\frac{1}{\delta}\right\}}\left(T^{\prime}-t\right)\right. & Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t \mid \\
& \leq \delta T^{\prime}\|Z\|_{L^{\infty}(\mathbb{R})} \int_{\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{k}\right| \leq K+\frac{1}{8}\right\}}\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t \tag{3.2.51}
\end{align*}
$$

To estimate the right-hand side of (3.2.51) let us use $\delta \Theta_{K}^{\frac{1}{\delta}}\left(\theta_{k}\right)$ (where $\Theta_{K}^{\frac{1}{\delta}}\left(\theta_{k}\right)$ is defined in (3.2.41) as a test function in (3.2.18). We obtain

$$
\begin{align*}
\delta \int_{\Omega} \tilde{\Theta}_{K}^{\frac{1}{\delta}}\left(\theta_{k}\right)\left(T^{\prime}\right) \mathrm{d} x+\delta & \int_{\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{k}\right| \leq K+\frac{1}{\delta}\right\}}\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{3.2.52}\\
& =\delta \int_{Q^{\prime}} f^{\varepsilon} \Theta_{K}^{\frac{1}{\delta}}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t+\delta \int_{\Omega} \tilde{\Theta}_{K}^{\frac{1}{\delta}}\left(\theta_{k, 0}\right) \mathrm{d} x
\end{align*}
$$

where $\tilde{\Theta}_{K}^{\frac{1}{s}}(s)=\int_{0}^{s} \Theta_{K}^{\frac{1}{s}}(\tau) \mathrm{d} \tau$ is a positive real valued function with linear growth at infinity. Moreover, almost pointwise convergence of $\left\{\theta_{k}\right\}$ and weak convergence of $\left\{f_{k}\right\}$ in $L^{1}\left(Q^{\prime}\right)$ imply that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{Q^{\prime}} f_{k} \Theta_{K}^{\frac{1}{8}}\left(\theta_{k}\right) \mathrm{d} x \mathrm{~d} t=\int_{Q^{\prime}} f \Theta_{K}^{\frac{1}{8}}(\theta) \mathrm{d} x \mathrm{~d} t \tag{3.2.53}
\end{equation*}
$$

Using strong convergence of initial condition $\theta_{k, 0}$ to $\theta_{0}$ in $L^{1}(\Omega)$ and (3.2.53) in (3.2.52) we obtain

$$
\begin{equation*}
\delta \lim _{k \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{k}\right| \leq K+\frac{1}{\delta}\right\}}\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq \delta \int_{Q^{\prime}} f \Theta_{K}^{\frac{1}{\delta}}(\theta) \mathrm{d} x \mathrm{~d} t+\delta \int_{\Omega} \tilde{\Theta}_{K}^{\frac{1}{\delta}}\left(\theta_{0}\right) \mathrm{d} x \tag{3.2.54}
\end{equation*}
$$

Sequences $\left\{\delta \Theta_{K}^{\frac{1}{\delta}}(\theta)\right\}$ and $\left\{\delta \tilde{\Theta}_{K}^{\frac{1}{\delta}}\left(\theta_{0}\right)\right\}$ converge almost pointwise to 0 as $\delta$ goes to zero. Moreover, terms on the right-hand side of (3.2.54) are uniformly bounded, thus we conclude that right-hand side of 3.2 .54 convergence to 0 . Then

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left[\delta \lim _{k \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}: K \leq\left|\theta_{k}\right| \leq K+\frac{1}{\delta}\right\}}\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t\right]=0 \tag{3.2.55}
\end{equation*}
$$

According to (3.2.50 and (3.2.51) we deduce that

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \leq K\right\}}(T-t) Z\left(\theta_{k}-\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t=0 \tag{3.2.56}
\end{equation*}
$$

Now, let us take $Z \in W^{2, \infty}(\mathbb{R})$ such that $Z(0)=Z^{\prime}(0)=0, Z$ is positive and $Z(s)=1$ for $|s|>K^{\prime}$. This provides to equation

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} \int_{\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}\right| \leq K\right\} \cap\left\{(x, t) \in Q^{\prime}:\left|\theta_{k}-\theta_{l}\right|>K^{\prime}\right\}}\left(T^{\prime}-t\right)\left|\nabla \theta_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t=0, \tag{3.2.57}
\end{equation*}
$$

which immediately leads to

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} B_{K}^{k, l}=0 \tag{3.2.58}
\end{equation*}
$$

We decomposed $Q^{\prime}$ into a few subsets and showed that each of them converges to 0 with $k, l$ going to $\infty$. Thus, we conclude that

$$
\begin{equation*}
\lim _{k, l \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)-\nabla \mathcal{T}_{K}\left(\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=0 \tag{3.2.59}
\end{equation*}
$$

and it provides to

$$
\begin{align*}
& \lim _{k, l \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)-\nabla \mathcal{T}_{K}\left(\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad=\lim _{k, l \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t-2 \lim _{k, l \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right) \nabla \mathcal{T}_{K}\left(\theta_{k}\right) \cdot \nabla \mathcal{T}_{K}\left(\theta_{l}\right)^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad+\lim _{k, l \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{l}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=0 . \tag{3.2.60}
\end{align*}
$$

Since $k$ and $l$ are independent and the sequence $\left\{\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right\}$ is weakly convergent in $L^{2}\left(Q^{\prime}\right)$, we rewrite the abovementioned equation as follows

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=\int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}(\theta)\right|^{2} \mathrm{~d} x \mathrm{~d} t \tag{3.2.61}
\end{equation*}
$$

Through the use of weak convergence of $\left\{\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right\}$ and (3.2.61), we get

$$
\begin{align*}
\lim _{k \rightarrow \infty} & \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)-\nabla \mathcal{T}_{K}(\theta)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
= & \lim _{k \rightarrow \infty} \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}\left(\theta_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t-2 \lim _{\varepsilon \rightarrow 0} \int_{Q^{\prime}}\left(T^{\prime}-t\right) \nabla \mathcal{T}_{K}\left(\theta_{k}\right) \cdot \nabla \mathcal{T}_{K}(\theta) \mathrm{d} x \mathrm{~d} t \\
& +\int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}(\theta)\right|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{3.2.62}\\
= & 2 \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}(\theta)\right|^{2} \mathrm{~d} x \mathrm{~d} t-2 \int_{Q^{\prime}}\left(T^{\prime}-t\right)\left|\nabla \mathcal{T}_{K}(\theta)\right|^{2} \mathrm{~d} x \mathrm{~d} t=0,
\end{align*}
$$

which completes the proof.

To finish the proof of existence of renormalised solution it is enough to prove that (3.2.2) and (3.2.3) hold. Let us start with the proof of (3.2.2).

Lemma 3.2.4. For all positive $c$ it holds that

$$
\begin{equation*}
\mathcal{T}_{K+c}(\theta)-\mathcal{T}_{K}(\theta) \rightarrow 0 \tag{3.2.63}
\end{equation*}
$$

in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$ as $K$ goes to $\infty$.
Proof. Let $c$ be a positive number. We use test function $\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)$ as a test function in (3.2.1). Then,

$$
\begin{align*}
\int_{Q}\left(\theta_{k}\right)_{t}\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t & +\int_{Q} \nabla \theta_{k} \cdot \nabla\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t \\
& =\int_{Q} f_{k}\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t \tag{3.2.64}
\end{align*}
$$

Using chain rule we obtain

$$
\begin{align*}
\int_{\Omega}\left(\tilde{\mathcal{T}}_{K+c}\left(\theta_{k}\right)-\tilde{\mathcal{T}}_{K}\left(\theta_{k}\right)\right)(t) \mathrm{d} x & +\int_{Q} \nabla \theta_{k} \cdot \nabla\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t \\
& =\int_{Q} f_{k}\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left(\tilde{\mathcal{T}}_{K+c}\left(\theta_{k, 0}\right)-\tilde{\mathcal{T}}_{K}\left(\theta_{k, 0}\right)\right) \mathrm{d} x \tag{3.2.65}
\end{align*}
$$

where $\tilde{\mathcal{T}}_{K}(r)=\int_{0}^{r} \mathcal{T}_{K}(z) \mathrm{d} z$ and $\tilde{\mathcal{T}}_{K+c}(r)=\int_{0}^{r} \mathcal{T}_{K+c}(z) \mathrm{d} z$. Furthermore, $\tilde{\mathcal{T}}_{K+c}\left(\theta_{k}\right)-\tilde{\mathcal{T}}_{K}\left(\theta_{k}\right)$ is a positive function (since $c$ is positive). Thus

$$
\begin{align*}
\int_{Q} \nabla \theta_{k} \cdot \nabla & \nabla\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t \\
& \leq \int_{Q} f_{k}\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left(\tilde{\mathcal{T}}_{K+c}\left(\theta_{k, 0}\right)-\tilde{\mathcal{T}}_{K}\left(\theta_{k, 0}\right)\right) \mathrm{d} x \tag{3.2.66}
\end{align*}
$$

We may observe that $\nabla\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right)$ is equal to 0 when $\theta_{k}$ does not belong to $\{(x, t) \in$ $\left.Q: K<\left|\theta_{k}\right|<K+c\right\}$. Moreover, on $\left\{(x, t) \in Q: K<\left|\theta_{k}\right|<K+c\right\}$ it holds that $\nabla \theta_{k}=\nabla\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right)$. Thus,

$$
\begin{align*}
\int_{\left\{(x, t) \in Q: K<\left|\theta_{k}\right|<K+C\right\}} \mid & \left|\nabla\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leq \int_{Q} f_{k}\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left(\tilde{\mathcal{T}}_{K+c}\left(\theta_{k, 0}\right)-\tilde{\mathcal{T}}_{K}\left(\theta_{k, 0}\right)\right) \mathrm{d} x \tag{3.2.67}
\end{align*}
$$

Almost pointwise convergence of $\left\{\theta_{k}\right\}$ to $\theta$ in $Q$ with $k \rightarrow \infty$ and weak convergence of the sequence $\left\{f_{k}\right\}$ to $f$ in $L^{1}(Q)$ with $k \rightarrow \infty$ imply that $\int_{Q} f_{k}\left(\mathcal{T}_{K+c}\left(\theta_{k}\right)-\mathcal{T}_{K}\left(\theta_{k}\right)\right) \mathrm{d} x \mathrm{~d} t$ tends to $\int_{Q} f\left(\mathcal{T}_{K+c}(\theta)-\mathcal{T}_{K}(\theta)\right) \mathrm{d} x \mathrm{~d} t$ as $k$ goes to $\infty$. Furthermore, using the strong convergence of initial conditions and by Lemma 3.2.1 we obtain

$$
\begin{align*}
\int_{\left\{(x, t) \in Q: K<\left|\theta_{k}\right|<K+c\right\}} & \left|\nabla\left(\mathcal{T}_{K+c}(\theta)-\mathcal{T}_{K}(\theta)\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leq \int_{Q} f\left(\mathcal{T}_{K+c}(\theta)-\mathcal{T}_{K}(\theta)\right) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left(\tilde{\mathcal{T}}_{K+c}\left(\theta_{0}\right)-\tilde{\mathcal{T}}_{K}\left(\theta_{0}\right)\right) \mathrm{d} x \tag{3.2.68}
\end{align*}
$$

$\mathcal{T}_{K+c}(\theta)-\mathcal{T}_{K}(\theta)$ is bounded by $c$ and it converges to 0 a.e. in $Q$. Then,

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \int_{Q} f\left(\mathcal{T}_{K+c}(\theta)-\mathcal{T}_{K}(\theta)\right) \mathrm{d} x \mathrm{~d} t=0 \tag{3.2.69}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\int_{\Omega}\left(\tilde{\mathcal{T}}_{K+c}\left(\theta_{0}\right)-\tilde{\mathcal{T}}_{K}\left(\theta_{0}\right)\right) \mathrm{d} x \leq C \int_{\left\{x \in \Omega:\left|\theta_{0}\right|>K\right\}}\left|\theta_{0}\right| \mathrm{d} x, \tag{3.2.70}
\end{equation*}
$$

which implies that right-hand side of $(3.2 .68)$ converges to 0 with $K$ goes to $\infty$. This proves that $\theta$ satisfies (3.2.63).

Multiplying 3.2.1 by $S^{\prime}\left(\theta_{k}\right) \phi$, where $S \in C^{\infty}(\mathbb{R}), S^{\prime}$ has a compact support and $\phi \in$ $C_{c}^{\infty}\left([-\infty, T), C^{\infty}(\Omega)\right)$, we get

$$
\begin{align*}
&-\int_{Q} S\left(\theta_{k}\right) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} S\left(\theta_{k, 0}\right) \phi(x, 0) \mathrm{d} x+\int_{Q} S^{\prime}\left(\theta_{l}\right) \nabla \theta_{k} \cdot \nabla \phi \mathrm{~d} x \mathrm{~d} t  \tag{3.2.71}\\
&+\int_{Q} S^{\prime \prime}\left(\theta_{l}\right)\left|\nabla \theta_{k}\right|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} f_{k} S^{\prime}\left(\theta_{k}\right) \phi \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

$S^{\prime}$ has a compact support, hence there exist $0<M<\infty$ such that $\operatorname{supp}\left(S^{\prime}\right) \subset[-M, M]$. This allows us to enter the truncations operator into equation (3.2.71). Thus

$$
\begin{align*}
&-\int_{Q} S\left(\theta_{k}\right) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} S\left(\theta_{k, 0}\right) \phi(x, 0) \mathrm{d} x+\int_{Q} S^{\prime}\left(\mathcal{T}_{M}\left(\theta_{k}\right)\right) \nabla \mathcal{T}_{M}\left(\theta_{k}\right) \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t  \tag{3.2.72}\\
&+\int_{Q} S^{\prime \prime}\left(\mathcal{T}_{M}\left(\theta_{k}\right)\right)\left|\nabla \mathcal{T}_{M}\left(\theta_{k}\right)\right|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} f_{k} S^{\prime}\left(\mathcal{T}_{M}\left(\theta_{k}\right)\right) \phi \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

Using pointwise convergence of $\left\{\theta_{k}\right\}$, bounded character of $S^{\prime}, S^{\prime \prime}$ and strong convergence of $\left\{\mathcal{T}_{M}\left(\theta_{k}\right)\right\}$ we obtain the following convergences

$$
\begin{array}{ll}
S^{\prime}\left(\mathcal{T}_{M}\left(\theta_{k}\right)\right) \nabla \mathcal{T}_{M}\left(\theta_{k}\right) \rightarrow S^{\prime}\left(\mathcal{T}_{M}(\theta)\right) \nabla \mathcal{T}_{M}(\theta) & \text { in } L^{2}\left(Q, \mathbb{R}^{3}\right), \\
S^{\prime \prime}\left(\mathcal{T}_{M}\left(\theta_{k}\right)\right)\left|\nabla \mathcal{T}_{M}\left(\theta_{k}\right)\right|^{2} \rightarrow S^{\prime \prime}\left(\mathcal{T}_{M}(\theta)\right)\left|\nabla \mathcal{T}_{M}(\theta)\right|^{2} & \text { in } L^{1}(Q),  \tag{3.2.73}\\
f_{k} S^{\prime}\left(\mathcal{T}_{M}\left(\theta_{k}\right)\right) \rightarrow f S^{\prime}\left(\mathcal{T}_{M}(\theta)\right) & \text { in } L^{1}(Q)
\end{array}
$$

Hence, passing to the limit with $k$ going to $\infty$ in (3.2.72) we obtain

$$
\begin{align*}
-\int_{Q} S(\theta) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t- & \int_{\Omega} S\left(\theta_{0}\right) \phi(x, 0) \mathrm{d} x+\int_{Q} S^{\prime}\left(\mathcal{T}_{M}(\theta)\right) \nabla \mathcal{T}_{M}(\theta) \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t  \tag{3.2.74}\\
& +\int_{Q} S^{\prime \prime}\left(\mathcal{T}_{M}(\theta)\right)\left|\nabla \mathcal{T}_{M}(\theta)\right|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} f S^{\prime}\left(\mathcal{T}_{M}(\theta)\right) \phi \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

And finally, using the compact support of $S^{\prime}$ we can omit the truncations in 3.2.74) and we obtain

$$
\begin{align*}
-\int_{Q} S(\theta) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} S\left(\theta_{0}\right) \phi(x, 0) \mathrm{d} & +\int_{Q} S^{\prime}(\theta) \nabla \theta \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t \\
& +\int_{Q} S^{\prime \prime}(\theta)|\nabla \theta|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} f S^{\prime}(\theta) \phi \mathrm{d} x \mathrm{~d} t \tag{3.2.75}
\end{align*}
$$

It completes the proof of renormalised solution's existence to a parabolic equation with Neumann boundary condition.

### 3.2.1 Uniqueness

Lemma 3.2.5. Assume that $\theta_{0,1}, \theta_{0,2}$ belong to $L^{1}(\Omega)$ and $f_{1}, f_{2}$ belong in $L^{1}(Q)$ and that they satisfy

$$
\left\{\begin{align*}
\theta_{0,1} & \leq \theta_{0,2}  \tag{3.2.76}\\
f_{1} & \leq f_{2}
\end{align*}\right.
$$

Then if $\theta_{1}$ and $\theta_{2}$ are two renormalised solutions for data $\left(\theta_{0,1}, f_{1}\right)$ and $\left(\theta_{0,2}, f_{2}\right)$, respectively, we have

$$
\begin{equation*}
\theta_{1} \leq \theta_{2} \tag{3.2.77}
\end{equation*}
$$

almost everywhere in $Q$.
Proof. Multiplying (3.2.1) for $\theta_{1}$ and $\theta_{2}$ by test functions $S^{\prime}\left(\theta_{1}\right) \phi$ and $S^{\prime}\left(\theta_{2}\right) \phi$ respectively, where $S$ is $C^{\infty}(\mathbb{R})$-function ans $S^{\prime}$ has a compact support. Then, after integration over $\Omega \times(0, t)$ and then over $(0, T)$, we obtain

$$
\begin{array}{r}
\int_{0}^{T} \int_{0}^{t} \int_{\Omega} \frac{\partial S\left(\theta_{1}\right)}{\partial t} \phi \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t+\int_{0}^{T} \int_{0}^{t} \int_{\Omega} S^{\prime}\left(\theta_{1}\right) \nabla \theta_{1} \cdot \nabla \phi \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t+\int_{0}^{T} \int_{0}^{t} \int_{\Omega} S^{\prime \prime}\left(\theta_{1}\right)\left|\nabla \theta_{1}\right|^{2} \phi \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t \\
\quad=\int_{0}^{T} \int_{0}^{t} \int_{\Omega} f_{1} S^{\prime}\left(\theta_{1}\right) \phi \mathrm{d} x \mathrm{~d} s \mathrm{~d} t
\end{array} \begin{array}{r}
\int_{0}^{T} \int_{0}^{t} \int_{\Omega} \frac{\partial S\left(\theta_{2}\right)}{\partial t} \phi \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t+\int_{0}^{T} \int_{0}^{t} \int_{\Omega} S^{\prime}\left(\theta_{2}\right) \nabla \theta_{2} \cdot \nabla \phi \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t+\int_{0}^{T} \int_{0}^{t} \int_{\Omega} S^{\prime \prime}\left(\theta_{2}\right)\left|\nabla \theta_{2}\right|^{2} \phi \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t \\
\\
=\int_{0}^{T} \int_{0}^{t} \int_{\Omega} f_{2} S^{\prime}\left(\theta_{2}\right) \phi \mathrm{d} x \mathrm{~d} s \mathrm{~d} t
\end{array}
$$

Subtracting these equations we obtain

$$
\begin{gathered}
\int_{0}^{T} \int_{0}^{t} \int_{\Omega} \frac{\partial\left(S\left(\theta_{1}\right)-S\left(\theta_{2}\right)\right)}{\partial t} \phi \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t+\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(S^{\prime}\left(\theta_{1}\right) \nabla \theta_{1}-S^{\prime}\left(\theta_{2}\right) \nabla \theta_{2}\right) \cdot \nabla \phi \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \\
+\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(S^{\prime \prime}\left(\theta_{1}\right)\left|\nabla \theta_{1}\right|^{2}-S^{\prime \prime}\left(\theta_{2}\right)\left|\nabla \theta_{2}\right|^{2}\right) \phi \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \\
\\
=\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(f_{1} S^{\prime}\left(\theta_{1}\right)-f_{2} S^{\prime}\left(\theta_{2}\right)\right) \phi \mathrm{d} x \mathrm{~d} s \mathrm{~d} t
\end{gathered}
$$

Now, let $h$ be $C_{0}^{\infty}(\mathbb{R})$-function such that:

$$
h(s)= \begin{cases}1 & |s| \leq 1,  \tag{3.2.78}\\ 0 & 2 \leq|s|,\end{cases}
$$

and $\|h\|_{L^{\infty}} \leq 1$. Then we may define

$$
h_{n}(s)= \begin{cases}1 & |s| \leq n-1  \tag{3.2.79}\\ h(s-(n-1) \operatorname{sg}(s)) & n-1 \geq|s|\end{cases}
$$

where $\operatorname{sg}(s)$ denotes the sign of $s$. Moreover, we define

$$
\begin{equation*}
S_{n}(s)=\int_{0}^{s} h_{n}(\tau) \mathrm{d} \tau \tag{3.2.80}
\end{equation*}
$$

For some positive $M$ let us take the test function $\phi=\mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right)$, where $\mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-\right.$ $\left.S_{n}\left(\theta_{2}\right)\right)$ denote the positive part of $\mathcal{T}_{M}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right)$. It is obvious that $\mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right)$ belongs to $L^{2}\left(0, T, W^{1,2}(\Omega)\right) \cap L^{\infty}(Q)$. Then

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{t} \int_{\Omega} \frac{\partial\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right)}{\partial t} \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \\
& +\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(S_{n}^{\prime}\left(\theta_{1}\right) \nabla \theta_{1}-S_{n}^{\prime}\left(\theta_{2}\right) \nabla \theta_{2}\right) \cdot \nabla \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t  \tag{3.2.81}\\
& +\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(S_{n}^{\prime \prime}\left(\theta_{1}\right)\left|\nabla \theta_{1}\right|^{2}-S_{n}^{\prime \prime \prime}\left(\theta_{2}\right)\left|\nabla \theta_{2}\right|^{2}\right) \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \\
& \quad=\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(f_{1} S_{n}^{\prime}\left(\theta_{1}\right)-f_{2} S_{n}^{\prime}\left(\theta_{2}\right)\right) \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t
\end{align*}
$$

It is obvious that for the first term on the left-hand side it holds

$$
\begin{aligned}
\int_{0}^{t} \int_{\Omega} \frac{\partial\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right)}{\partial t} \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s & =\int_{0}^{t} \int_{\Omega} \frac{\partial \tilde{\mathcal{T}}_{M}\left(\left[S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right]^{+}\right)}{\partial t} \mathrm{~d} x \mathrm{~d} t \\
= & \int_{\Omega} \tilde{\mathcal{T}}_{M}\left(\left[S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right]^{+}\right)(t) \mathrm{d} x \\
& -\int_{\Omega} \tilde{\mathcal{T}}_{M}\left(\left[S_{n}\left(\theta_{0,1}\right)-S_{n}\left(\theta_{0,2}\right)\right]^{+}\right) \mathrm{d} x
\end{aligned}
$$

where $\tilde{\mathcal{T}}_{M}(s)=\int_{0}^{s} \mathcal{T}_{M}(\tau) \mathrm{d} \tau$. Moreover, the choice of sequence of function $\left\{S_{n}\right\}_{n=1}^{\infty}$ causes that the following convergences

$$
\begin{align*}
S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right) & \rightarrow \theta_{1}-\theta_{2} \\
\left(f_{1} S_{n}^{\prime}\left(\theta_{1}\right)-f_{2} S_{n}^{\prime}\left(\theta_{2}\right)\right) \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) & \rightarrow\left(f_{1}-f_{2}\right) \mathcal{T}_{M}^{+}\left(\theta_{1}-\theta_{2}\right)  \tag{3.2.82}\\
S_{n}\left(\theta_{0,1}\right)-S_{n}\left(\theta_{0,2}\right) & \rightarrow \theta_{0,1}-\theta_{0,2}
\end{align*}
$$

hold strongly in $L^{1}(Q)$ and $L^{1}(\Omega)$, respectively, as $n \rightarrow \infty$. Let us focus on the second and the
third term on the left-hand side of (3.2.81). It is obvious that

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(S_{n}^{\prime}\left(\theta_{1}\right) \nabla \theta_{1}-S_{n}^{\prime}\left(\theta_{2}\right) \nabla \theta_{2}\right) \cdot \nabla \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \\
&=\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(\nabla S_{n}\left(\theta_{1}\right)-\nabla S_{n}\left(\theta_{2}\right)\right) \cdot \nabla \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \\
&=\int_{0}^{T} \int_{\left\{(x, s) \in \Omega \times(0, t): 0 \leq \nabla S_{n}\left(\theta_{1}\right)-\nabla S_{n}\left(\theta_{2}\right) \leq M\right\}}\left(\nabla S_{n}\left(\theta_{1}\right)-\nabla S_{n}\left(\theta_{2}\right)\right) \cdot \nabla\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \\
& \quad= \int_{0}^{T} \int_{\left\{(x, s) \in \Omega \times(0, t): 0 \leq \nabla S_{n}\left(\theta_{1}\right)-\nabla S_{n}\left(\theta_{2}\right) \leq M\right\}}\left|\nabla S_{n}\left(\theta_{1}\right)-\nabla S_{n}\left(\theta_{2}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t \geq 0 \\
& \begin{array}{ll}
\int_{0}^{T} & \int_{0}^{t} \int_{\Omega}\left(S_{n}^{\prime \prime}\left(\theta_{1}\right)\left|\nabla \theta_{1}\right|^{2}-S_{n}^{\prime \prime}\left(\theta_{2}\right)\left|\nabla \theta_{2}\right|^{2}\right) \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t \mid \\
& =\left|\int_{Q}(T-t)\left(S_{n}^{\prime \prime}\left(\theta_{1}\right)\left|\nabla \theta_{1}\right|^{2}-S_{n}^{\prime \prime}\left(\theta_{2}\right)\left|\nabla \theta_{2}\right|^{2}\right) \mathcal{T}_{M}^{+}\left(S_{n}\left(\theta_{1}\right)-S_{n}\left(\theta_{2}\right)\right) \mathrm{d} x \mathrm{~d} t\right| \\
= & T\left\|S_{n}^{\prime \prime}\right\|_{L^{\infty}(\mathbb{R})} M \int_{\left\{(x, t) \in Q: n \leq\left|\theta_{1}\right| \leq n+1\right\}}\left|\nabla \theta_{1}\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{array} \\
& \quad+T\left\|S_{n}^{\prime \prime}\right\|_{L^{\infty}(\mathbb{R})} M \int_{\left\{(x, t) \in Q: n \leq\left|\theta_{1}\right| \leq n+1\right\}}\left|\nabla \theta_{2}\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

Using Lemma 3.2.4 we obtain that the right-hand side of abovementioned equation tends to 0 as $n$ goes to $\infty$. Then we may rewrite 3.2 .81 in the following form

$$
\begin{equation*}
\int_{Q} \tilde{\mathcal{T}}_{M}\left(\left[\theta_{1}-\theta_{2}\right]^{+}\right) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{0}^{t} \int_{\Omega}\left(f_{1}-f_{2}\right) \mathcal{T}_{M}^{+}\left(\theta_{1}-\theta_{2}\right) \mathrm{d} x \mathrm{~d} s \mathrm{~d} t+T \int_{\Omega} \tilde{\mathcal{T}}_{M}\left(\left[\theta_{0,1}-\theta_{0,2}\right]^{+}\right) \mathrm{d} x \tag{3.2.84}
\end{equation*}
$$

Since $\theta_{0,1} \leq \theta_{0,2}$ and $f_{1} \leq f_{2}$, then the right-hand side of 3.2 .84 is nonpositive and thus $\tilde{\mathcal{T}}_{M}\left(\left[\theta_{1}-\theta_{2}\right]^{+}\right)$is nonpositive. Since function $\tilde{\mathcal{T}}_{M}$ is nonegative (see the definition) and nonpositive, we obtain that $\left[\theta_{1}-\theta_{2}\right]^{+}$is equal to 0 . And this implies that $\theta_{1} \leq \theta_{2}$, which completes the proof.

## Chapter 4

## Mróz model

The subject of this chapter is to consider a general class of thermo-visco-elastic models, to which belongs the Mróz model, cf. [57. In 1967 a Polish engineer prof. Z. Mróz formulated the hardening rule, where the dependency between visco-elastic constitutive function and deviatoric part of Cauchy stress tensor was linear, i.e. $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)=G_{1}(\theta) \boldsymbol{T}^{d}$. Our goal is to present the proof of existence of solution to visco-elastic models of Mróz-type. Let us start with formulation of assumptions on constitutive function $\boldsymbol{G}$.

Assumption 4.0.1. For the function $\boldsymbol{G}(\cdot, \cdot)$ the following conditions hold
a) $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)$ is continuous with respect to $\theta$ and $\boldsymbol{T}^{d}$;
b) $\left(\boldsymbol{G}\left(\theta, \boldsymbol{T}_{1}^{d}\right)-\boldsymbol{G}\left(\theta, \boldsymbol{T}_{2}^{d}\right)\right):\left(\boldsymbol{T}_{1}^{d}-\boldsymbol{T}_{2}^{d}\right)>0$, where $\boldsymbol{T}_{1}^{d} \neq \boldsymbol{T}_{2}^{d}, \boldsymbol{T}_{1}, \boldsymbol{T}_{2}$ belong to $\mathcal{S}^{3}$;
c) $\left|\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)\right| \leq C\left|\boldsymbol{T}^{d}\right|$, where $\boldsymbol{T}$ belongs to $\mathcal{S}^{3}$ and $C$ is a positive constant;
d) $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d} \geq \beta\left|\boldsymbol{T}^{d}\right|^{2}$, where $\boldsymbol{T}$ belongs to $\mathcal{S}^{3}$ and $\beta$ is a positive constant;

Constants $C$ and $\beta$ are independent of temperature $\theta$.
We have to additionally assume that $\Omega \subset \mathbb{R}^{3}$ is an open bounded set with a $C^{2}$ boundary and moreover, the considered body is homogeneous in space, i.e. function $\boldsymbol{G}$ and operator $\boldsymbol{D}$ do not depend on spatial variable $x$.

The results included in this chapter are a combination of two papers. In 33], we showed the sketch of the proof for models satisfying Assumption 4.0.1. Here, we present different proof. We modify the proof from [33] by using the results obtained in [32]. The main idea is still the same, i.e. we still use Young measure tools to complete each limit passage. The differences between these proofs lie in transformation of a system into homogeneous boundary-value problem and in the estimates for approximate solutions.

This chapter is divided into three sections. Firstly, we recall well known facts regarding Young measures. We formulate theorems, lemmas ans their proofs. Then, we formulate the main theorem of this chapter. And finally, we present full proof of solutions existence.

### 4.1 Young measure tools

We begin this section with a few general remarks about Young measures. Let $n, m \in \mathbb{N}$ and $E$ be a measurable subset of $\mathbb{R}^{n}$. And let us consider the sequence $\left\{z_{j}\right\}$ such that $z_{j}: E \rightarrow \mathbb{R}^{m}$. The Young measure is a limiting probability distribution as $j \rightarrow \infty$ of the value $z_{j}$ near point $x \in \mathbb{R}^{n}$. In the case of many sequences, e.g. sequence which converges only weakly, we are
not able to predict how the nonlinear function of this sequence will behave. For example, the weak convergence of velocity does not hold any information about the kinetic energy. The first individual who investigated the failure of classical minimization was L.C. Young in the 1930's.

The Young measures may be a very useful tool to get more information about the sequence behaviour. The idea of looking at the limit of the sequence as a probability distribution comes from L.C. Young [86]. Young applied this technique for problems of calculus of variations without the minimizer in a classical sense. Later, application of Young measures for many other problems was shown, e.g. for optimal control, cf. [52, 83, 86], or nonlinear hyperbolic equations, see [77, as well as many others.

Let us consider a measurable set $E \subset \mathbb{R}^{n}$. By $C_{0}\left(\mathbb{R}^{m}\right)$ we denote the closure of continuous functions on $\mathbb{R}^{m}$ with a compact support. $C_{0}\left(\mathbb{R}^{m}\right)$ with a norm defined by $\|f\|_{\infty}=\sup _{\lambda \in \mathbb{R}^{m}}|f(\lambda)|$ is a Banach space. By Riesz representation theorem, see e.g. [42, p.364], the dual space to $C_{0}\left(\mathbb{R}^{m}\right)$ is a Banach space $\mathcal{M}\left(\mathbb{R}^{m}\right)$ of bounded Radon measures on $\mathbb{R}^{m}$. The duality pair between $C_{0}\left(\mathbb{R}^{m}\right)$ and $\mathcal{M}\left(\mathbb{R}^{m}\right)$ is defined by

$$
\begin{equation*}
\langle\nu, f\rangle=\int_{\mathbb{R}^{m}} f(\lambda) \mathrm{d} \nu(\lambda) \tag{4.1.1}
\end{equation*}
$$

Let us denote also by $L_{w}^{\infty}\left(E, \mathcal{M}\left(\mathbb{R}^{m}\right)\right)$ the space of weak* measurable maps $\nu: E \rightarrow \mathcal{M}\left(\mathbb{R}^{m}\right)$ that are bounded. Moreover, $L_{w}^{\infty}\left(E, \mathcal{M}\left(\mathbb{R}^{m}\right)\right)$ is the dual of the separable space $L^{1}\left(E, C_{0}\left(\mathbb{R}^{m}\right)\right)$, cf. [27, p.588], and the duality pairing is given by

$$
\begin{equation*}
\langle\mu, \Psi\rangle=\int_{E}\left\langle\mu_{x}(\cdot), \Psi(x, \cdot)\right\rangle \mathrm{d} x \tag{4.1.2}
\end{equation*}
$$

In this section, we present a few theorems and lemmas which are used to prove the existence of solutions to thermo-visco-elastic models. We also use this tools in Chapter 6. Theorem 4.1.1 and Lemma 4.1.1 - Lemma 4.1.3 come from [58]. For the fundamental theorem on Young measures we also refer the reader to [9]. Proof of Theorem 4.1.1 come partially from [58] and partially from [9]. Proofs of lemmas presented below come from [58], but with some additional comment to improve its readability. In its application to nonlinear partial differential equation it is very important that in the fundamental theorem on Young measures we prove point $(v)$, which says that this approach may be used for unbounded functions, e.g. potential energy.

Theorem 4.1.1 (Fundamental theorem on Young measures, Theorem 3.1 from [58]). Let $E \subset \mathbb{R}^{n}$ be a measurable set of finite measures and let $z_{j}: E \rightarrow \mathbb{R}^{m}$ be a sequence of measurable functions. Then there exist a subsequence (still denote by $z_{j}$ ) and weak* measurable map $\nu_{x}: E \rightarrow \mathcal{M}\left(\mathbb{R}^{m}\right)$ such that the following holds
(i) $\nu_{x} \geq 0,\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)}=\int_{\mathbb{R}^{m}} \mathrm{~d} \nu_{x} \leq 1$, for a.e. $x \in E$;
(ii) for all $f \in C_{0}\left(\mathbb{R}^{m}\right)$

$$
\begin{equation*}
f\left(z_{j}\right) \stackrel{*}{\rightharpoonup} \bar{f} \quad \text { in } L^{\infty}(E), \tag{4.1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{f}(x)=\left\langle\nu_{x}, f\right\rangle=\int_{\mathbb{R}^{m}} f(\lambda) \mathrm{d} \nu_{x}(\lambda) ; \tag{4.1.4}
\end{equation*}
$$

(iii) Let $K \subset \mathbb{R}^{m}$ be compact. If $\operatorname{dist}\left(z_{j}, K\right) \rightarrow 0$ in measure then

$$
\begin{equation*}
\text { supp } \nu_{x} \subset K \text {; } \tag{4.1.5}
\end{equation*}
$$

(iv) Furthermore one has

$$
\begin{equation*}
\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)}=1, \tag{4.1.6}
\end{equation*}
$$

for a.a. $x \in E$ if and only if the sequence does not go to infinity, i.e. if

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \sup _{j} \operatorname{meas}\left(\left\{\left|z_{j}\right| \geq M\right\}\right)=0 \tag{4.1.7}
\end{equation*}
$$

(v) if 4.1.6 holds, $A \subset E$ is measurable, $f \in C\left(\mathbb{R}^{m}\right)$ and if

$$
\begin{equation*}
\text { the set }\left\{f\left(z_{j}\right)\right\} \text { is relatively weakly compact in } L^{1}(A) \text {, } \tag{4.1.8}
\end{equation*}
$$

then

$$
\begin{equation*}
f\left(z_{j}\right) \rightharpoonup \bar{f} \text { in } L^{1}(A), \bar{f}(x)=\left\langle\nu_{x}, f\right\rangle ; \tag{4.1.9}
\end{equation*}
$$

(vi) If 4.1.6 holds, then in (iii) one can replace 'if' by 'if and only if'.

Proof. The idea of this proof is not to consider a real valued vector functions $z_{j}: E \rightarrow \mathbb{R}^{m}$, but passing to maps $\nu^{j}: E \rightarrow \mathcal{M}\left(\mathbb{R}^{m}\right)$. Let us define

$$
\begin{equation*}
\nu^{j}(x)=\delta_{z_{j}(x)} \tag{4.1.10}
\end{equation*}
$$

By 4.1.1 we obtain

$$
\begin{equation*}
\left\langle\nu^{j}(x), f\right\rangle=f\left(z_{j}(x)\right) \tag{4.1.11}
\end{equation*}
$$

for $f \in C_{0}\left(\mathbb{R}^{m}\right)$ and $\left\|\nu^{j}(x)\right\|_{\mathcal{M}\left(\mathbb{R}^{n}\right)}=1$. This implies that $\nu^{j}$ belongs to $L_{w}^{\infty}\left(E, \mathcal{M}\left(\mathbb{R}^{m}\right)\right)$. Hence, by the Banach-Alaoglu theorem (see [16, Theorem 3.16, page 66]) we obtain that there exists a subsequence of $\left\{\nu^{j}\right\}$ (still denoted by $\left\{\nu^{j}\right\}$ ) such that

$$
\begin{equation*}
\nu^{j}(\cdot) \stackrel{*}{\rightharpoonup} \nu \quad \text { in } L_{w}^{\infty}\left(E, \mathcal{M}\left(\mathbb{R}^{m}\right)\right) . \tag{4.1.12}
\end{equation*}
$$

We should remember that by $\nu_{x}$ we denote $\nu(x)$. Lower semicontinuity of the norm implies that $\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)} \leq 1$ for a.e. $x \in E$. Let us take a function $\Psi \in L^{1}\left(E, C_{0}\left(\mathbb{R}^{m}\right)\right)$. Using 4.1.12) we get

$$
\begin{equation*}
\int_{E} \Psi\left(x, z_{j}(x)\right) \mathrm{d} x=\int_{E}\left\langle\nu^{j}(\cdot), \Psi(x, \cdot)\right\rangle \mathrm{d} x \rightarrow \int_{E}\left\langle\nu_{x}(\cdot), \Psi(x, \cdot)\right\rangle \mathrm{d} x \tag{4.1.13}
\end{equation*}
$$

as $j \rightarrow \infty$. Taking $\Psi(x, \lambda)=\psi(x) f(\lambda)$ where $\psi \in L^{1}(E)$ and $f \in C_{0}\left(\mathbb{R}^{m}\right)$ are arbitrary functions we obtain

$$
\begin{equation*}
\int_{E} \psi(x) f\left(z_{j}(x)\right) \mathrm{d} x \rightarrow \int_{E} \psi(x)\left\langle\nu_{x}(\cdot), f(\cdot)\right\rangle \mathrm{d} x \tag{4.1.14}
\end{equation*}
$$

which implies (ii). Moreover, considering all functions $f \geq 0, \psi \geq 0$ we get that $\nu_{x} \geq 0$, which finishes the proof of $(i)$.

Let us take arbitrary function $f \in C_{0}\left(\mathbb{R}^{m} \backslash K\right)$. To prove (iii) it is suffient to show that

$$
\begin{equation*}
\left\langle\nu_{x}, f\right\rangle=0 . \tag{4.1.15}
\end{equation*}
$$

Let us take arbitrary $\epsilon>0$, then there exists $C_{\epsilon}$ such that the following inequality holds

$$
\begin{equation*}
|f(\lambda)| \leq \epsilon+C_{\epsilon} \operatorname{dist}(\lambda, K) \tag{4.1.16}
\end{equation*}
$$

and then

$$
\begin{equation*}
(|f(\lambda)|-\epsilon)^{+} \leq C_{\epsilon} \operatorname{dist}(\lambda, K), \tag{4.1.17}
\end{equation*}
$$

where we denote a positive part of $\cdot$ by $(\cdot)^{+}$. Since $\operatorname{dist}\left(z_{j}, K\right) \rightarrow 0$ in measure as $j$ goes to $\infty$ then also $\left(\left|f\left(z_{j}\right)\right|-\epsilon\right)^{+} \rightarrow 0$ in measure. By (ii) we get

$$
\begin{equation*}
\left\langle\nu_{x},(|f|-\epsilon)^{+}\right\rangle=0 \tag{4.1.18}
\end{equation*}
$$

for a.e. $x \in E$. Since $\epsilon>0$ is arbitrary constant 4.1.15) follows.
To prove (iv) let us define the 'hat' function

$$
\phi_{M}(\lambda)= \begin{cases}1 & |\lambda| \leq M  \tag{4.1.19}\\ 1+M-|\lambda| & M \leq|\lambda| \leq M+1, \\ 0 & M+1 \leq|\lambda|\end{cases}
$$

for positive $M$. Then

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{E} \phi_{M}\left(z_{j}(x)\right) \mathrm{d} x=\int_{E}\left\langle\nu_{x}, \phi_{M}\right\rangle \mathrm{d} x \leq \int_{E}\left\langle\nu_{x}, 1\right\rangle \mathrm{d} x=\int_{E}\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)} \mathrm{d} x \tag{4.1.20}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\int_{E}\left(1-\phi_{M}\left(z_{j}(x)\right)\right) \mathrm{d} x \leq \operatorname{meas}\left(\left\{\left|z_{j}\right| \geq M\right\}\right) \tag{4.1.21}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\operatorname{meas}(E)-\operatorname{meas}\left(\left\{\left|z_{j}\right| \geq M\right\}\right) \leq \int_{E} \phi_{M}\left(z_{j}(x)\right) \mathrm{d} x . \tag{4.1.22}
\end{equation*}
$$

Passing to the limit with $j \rightarrow \infty$ we get

$$
\begin{equation*}
\operatorname{meas}(E)-\sup _{j} \operatorname{meas}\left(\left\{\left|z_{j}\right| \geq M\right\}\right) \leq \int_{E}\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)} \mathrm{d} x \tag{4.1.23}
\end{equation*}
$$

and then with $M \rightarrow \infty$

$$
\begin{equation*}
\operatorname{meas}(E)-\lim _{M \rightarrow \infty} \sup _{j} \operatorname{meas}\left(\left\{\left|z_{j}\right| \geq M\right\}\right) \leq \int_{E}\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)} \mathrm{d} x . \tag{4.1.24}
\end{equation*}
$$

Finally, if $\lim _{M \rightarrow \infty} \sup _{j} \operatorname{meas}\left(\left\{\left|z_{j}\right| \geq M\right\}\right)=0$ then $\left\|\nu_{x}\right\|_{\mathcal{M}}=1$. We prove the second implication by contradiction. Let us assume that there exists $\epsilon>0$ and sequence of pairs $\left\{\left(M_{k}, j_{k}\right)\right\}$ such that $M_{k} \rightarrow \infty$ as $k \rightarrow \infty$ and meas $\left(\left\{\left|z_{j_{k}}\right| \geq M_{k}\right\}\right)>\epsilon$. Let us take some positive $M$

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{E} \phi_{M}\left(z_{j_{k}}(x)\right) \mathrm{d} x=\int_{E}\left\langle\nu_{x}, \phi_{M}\right\rangle \mathrm{d} x . \tag{4.1.25}
\end{equation*}
$$

Then there exists sufficiently large $k$, such that $M_{k} \geq M+1$ and the following inequality holds

$$
\begin{equation*}
\int_{E} \phi_{M}\left(z_{j_{k}}(x)\right) \mathrm{d} x \leq \operatorname{meas}(E)-\epsilon . \tag{4.1.26}
\end{equation*}
$$

By monotone convergence theorem we may pass in 4.1.25 to the limit with $M$ going to $\infty$. Then by 4.1.26 we obtain

$$
\begin{align*}
\int_{E}\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)} \mathrm{d} x & =\int_{E}\left\langle\nu_{x}, 1\right\rangle \mathrm{d} x \\
& =\lim _{M \rightarrow \infty} \int_{E}\left\langle\nu_{x}, \phi_{M}\right\rangle \mathrm{d} x  \tag{4.1.27}\\
& =\lim _{M \rightarrow \infty} \lim _{k \rightarrow \infty} \int_{E} \phi_{M}\left(z_{j_{k}}(x)\right) \mathrm{d} x \\
& \leq \operatorname{meas}(E)-\epsilon,
\end{align*}
$$

which stays in a contradiction with $\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{m}\right)}=1$.
To prove $(v)$ it is enough to consider only positive functions $f \in C\left(\mathbb{R}^{m}\right)$. Since 4.1.6 holds, then by ( $i v$ ) we get

$$
\begin{equation*}
f\left(z_{j}\right) \rightharpoonup \chi \quad \text { in } L^{1}(A) . \tag{4.1.28}
\end{equation*}
$$

Let $f_{M}(\lambda)=\Phi_{M}(\lambda) f(\lambda)$, where $\Phi_{M}(\lambda)$ was defined by 4.1.19. Let us take $\Psi \in L^{\infty}(A)$. Then

$$
\begin{equation*}
\left|\int_{A} \Psi\left(f_{M}\left(z_{j}\right)-f\left(z_{j}\right)\right) \mathrm{d} x\right| \leq C \int_{\left\{x \in A:\left|z_{j}\right| \geq M\right\}}\left|f\left(z_{j}\right)\right| \mathrm{d} x, \tag{4.1.29}
\end{equation*}
$$

where constant $C$ depends on the choice of $\Psi$. By Dunford-Petittis theorem [56, Theorem T23] relatively weak compact set is also uniformly integrable, hence for all $\epsilon>0$ there exists $R>0$ such that

$$
\begin{equation*}
\sup _{j \in \mathbb{N}} \int_{\left\{x \in A:\left|f\left(z_{j}\right)\right| \geq R\right\}}\left|f\left(z_{j}\right)\right| \mathrm{d} x<\epsilon . \tag{4.1.30}
\end{equation*}
$$

Then we may continue the estimates in 4.1.29) as follows

$$
\begin{align*}
\left|\int_{A} \Psi\left(f_{M}\left(z_{j}\right)-f\left(z_{j}\right)\right) \mathrm{d} x\right| \leq & C \int_{\left\{x \in A:\left|z_{j}\right| \geq M\right\}}\left|f\left(z_{j}\right)\right| \mathrm{d} x \\
= & C \int_{\left\{x \in A:\left|z_{j}\right| \geq M\right\} \cap\left\{x \in A:\left|f\left(z_{j}\right)\right| \geq R\right\}}\left|f\left(z_{j}\right)\right| \mathrm{d} x \\
& +C \int_{\left\{x \in A:\left|z_{j}\right| \geq M\right\} \cap\left\{x \in A:\left|f\left(z_{j}\right)\right| \leq R\right\}}\left|f\left(z_{j}\right)\right| \mathrm{d} x  \tag{4.1.31}\\
\leq & C \int_{\left\{x \in A:\left|f\left(z_{j}\right)\right| \geq R\right\}}\left|f\left(z_{j}\right)\right| \mathrm{d} x \\
& +C \int_{\left\{x \in A:\left|z_{j}\right| \geq M\right\} \cap\left\{x \in A:\left|f\left(z_{j}\right)\right| \leq R\right\}}\left|f\left(z_{j}\right)\right| \mathrm{d} x \\
\leq & C \epsilon+C R \operatorname{meas}\left(\left\{x \in A:\left|z_{j}\right| \geq M\right\}\right) .
\end{align*}
$$

For sufficiently large $M$ the right-hand side of 4.1.31) may be bounded by $2 \epsilon C$. Since $\epsilon>0$ is an arbitrary constant then

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \int_{A} \Psi f_{M}\left(z_{j}\right) \mathrm{d} x=\int_{A} \Psi f\left(z_{j}\right) \mathrm{d} x \tag{4.1.32}
\end{equation*}
$$

for all $\Psi \in L^{\infty}(A)$. Moreover

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{A} \Psi f_{M}\left(z_{j}\right)=\int_{A} \Psi\left\langle\nu_{x}, f_{M}\right\rangle \mathrm{d} x . \tag{4.1.33}
\end{equation*}
$$

Since $\left\{f_{M}\right\}$ is an increasing sequence then we may pass to the limit with $M \rightarrow \infty$ in 4.1.33) by using the monotone convergence theorem. Also we may pass to the limit with $j \rightarrow \infty$ in (4.1.32). Then we get

$$
\begin{equation*}
\int_{A} \Psi\left\langle\nu_{x}, f\right\rangle \mathrm{d} x=\lim _{M \rightarrow \infty} \int_{A} \Psi\left\langle\nu_{x}, f_{M}\right\rangle \mathrm{d} x=\int_{A} \Psi \chi \mathrm{~d} x, \tag{4.1.34}
\end{equation*}
$$

which completes the proof of $(v)$.
Finally, let us prove $(v i)$. We define the function $f(\lambda)=\min (\operatorname{dist}(\lambda, K), 1)$. Then the set $\left\{f\left(z_{j}\right)\right\}$ is relatively weakly compact in $L^{1}(E)$ and by applying $(v)$ we obtain

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{E} \phi \min \left(\operatorname{dist}\left(z_{j}, K\right), 1\right)=\int_{E} \phi\left\langle\nu_{x}(\cdot), \min (\operatorname{dist}(\cdot, K), 1)\right\rangle=0 . \tag{4.1.35}
\end{equation*}
$$

for every $\phi \in L^{\infty}(E)$. The last equality holds because supports of function $f$ and measure $\nu_{x}$ are disjoint.

Definition 4.1.1. Let $f, f_{n}: E \rightarrow \mathbb{R}^{n}$ be measurable functions. We say that the sequence $\left\{f_{n}\right\}$ converges in measure to $f$, if for every $\varepsilon>0$ holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{meas}\left(\left\{x \in E:\left|f(x)-f_{n}(x)\right| \geq \varepsilon\right\}\right)=0 \tag{4.1.36}
\end{equation*}
$$

On the basis of fundamental theorem on Young measures we know that Young measure exists. Now, we prove its properties which are used latterly. The following lemmas come from [58], see also [61]. Similar technique was used in [21, 34, 73].

Lemma 4.1.1 (Corollary 3.2 from [58] ). Suppose that a sequence $z_{j}$ of measurable functions from $E$ to $\mathbb{R}^{m}$ generates the Young measure $\nu: E \rightarrow \mathcal{M}\left(\mathbb{R}^{m}\right)$. Then $z_{j} \rightarrow z$ in measure if and only if $\nu_{x}=\delta_{z(x)}$ a.e..
Proof. Let us assume that $z_{j} \rightarrow z$ in measure. Then also $f\left(z_{j}\right) \rightarrow f(z)$ in measure for all $f \in C_{0}\left(\mathbb{R}^{m}\right)$. By Theorem 4.1.1 (ii) we obtain that

$$
\begin{equation*}
\int_{E} \Psi\left\langle\nu_{x}, f\right\rangle \mathrm{d} x=\lim _{j \rightarrow \infty} \int_{E} \Psi f\left(z_{j}\right) \mathrm{d} x=\int_{E} \Psi f(z(x)) \mathrm{d} x \tag{4.1.37}
\end{equation*}
$$

for all $f \in C_{0}\left(\mathbb{R}^{m}\right)$ and $\Psi \in L^{1}(E)$. Thus $\nu_{x}=\delta_{z(x)}$ and the proof of first implication is complete.
Let $\nu_{x}=\delta_{z(x)}$ a.e. in $E$. Since $\left\{\nu_{x}\right\}_{x \in E}$ is weak* measurable then the function $z$ is measurable. We define a continuous function $\phi: \mathbb{R}_{+} \rightarrow[0,1]$ by

$$
\phi(x)= \begin{cases}0 & x \leq \frac{\epsilon}{2}  \tag{4.1.38}\\ \text { continuous } & \frac{\epsilon}{2} \leq x \leq \epsilon \\ 1 & \epsilon \leq x\end{cases}
$$

for some positive $\epsilon$. Using Theorem 4.1.1 $(v)$ for function $f(\lambda)=\phi(|\lambda-a|)$ for some constant $a \in \mathbb{R}^{m}$ we obtain

$$
\begin{align*}
\lim _{j \rightarrow \infty} \int_{E} f\left(z_{j}\right) \mathrm{d} x & =\int_{E}\left\langle\nu_{x}, f\right\rangle \mathrm{d} x \\
& =\int_{E} f(z) \mathrm{d} x=\int_{E} \phi(|z-a|) \mathrm{d} x=\int_{\left\{x \in E:|z(x)-a| \geq \frac{\epsilon}{2}\right\}} \phi(|z-a|) \mathrm{d} x \tag{4.1.39}
\end{align*}
$$

Since $\phi(|z-a|) \leq 1$ then the right-hand side of 4.1.39) is bounded by meas $(\{x \in E:|z(x)-a|>$ $\left.\frac{\epsilon}{2}\right\}$ ). Moreover, the left-hand side of 4.1.39 may be estimated by

$$
\begin{align*}
\lim _{j \rightarrow \infty} \int_{E} f\left(z_{j}\right) \mathrm{d} x & =\lim _{j \rightarrow \infty} \int_{E} \phi\left(\left|z_{j}-a\right|\right) \mathrm{d} x \\
& =\lim _{j \rightarrow \infty}\left(\int_{\left\{x \in E: \frac{\epsilon}{2} \leq\left|z_{j}(x)-a\right|<\epsilon\right\}} \phi\left(\left|z_{j}-a\right|\right) \mathrm{d} x+\int_{\left\{x \in E:\left|z_{j}(x)-a\right| \geq \epsilon\right\}} \phi\left(\left|z_{j}-a\right|\right) \mathrm{d} x\right) \\
& \geq \limsup _{j \rightarrow \infty} \int_{\left\{x \in E:\left|z_{j}(x)-a\right| \geq \epsilon\right\}} \phi\left(\left|z_{j}-a\right|\right) \mathrm{d} x \\
& =\limsup _{j \rightarrow \infty} \operatorname{meas}\left(\left\{x \in E:\left|z_{j}(x)-a\right| \geq \epsilon\right\}\right) . \tag{4.1.40}
\end{align*}
$$

Hence

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \operatorname{meas}\left(\left\{x \in E:\left|z_{j}(x)-a\right| \geq \epsilon\right\}\right) \leq \operatorname{meas}\left(\left\{x \in E:|z(x)-a| \geq \frac{\epsilon}{2}\right\}\right) . \tag{4.1.41}
\end{equation*}
$$

Furthermore, similar inequality holds if we choose piecewise constant measurable functions $w$ : $E \rightarrow \mathbb{R}^{m}$. Let $w(x)=\sum_{i} \mathbf{1}_{\chi_{i}}(x) a_{i}$ then

$$
\begin{align*}
\limsup _{j \rightarrow \infty} \operatorname{meas}\left(\left\{x \in E:\left|z_{j}(x)-w(x)\right|>\epsilon\right\}\right) & =\limsup _{j \rightarrow \infty} \operatorname{meas} \sum_{i}\left(\left\{x \in \chi_{i}:\left|z_{j}(x)-a_{i}\right|>\epsilon\right\}\right) \\
& =\sum_{i} \limsup _{j \rightarrow \infty} \operatorname{meas}\left(\left\{x \in \chi_{i}:\left|z_{j}(x)-a_{i}\right|>\epsilon\right\}\right) \\
& \leq \sum_{i} \operatorname{meas}\left(\left\{x \in \chi_{i}:\left|z(x)-a_{i}\right|>\frac{\epsilon}{2}\right\}\right) \\
& =\operatorname{meas}\left(\left\{x \in E:|z(x)-w(x)|>\frac{\epsilon}{2}\right\}\right) . \tag{4.1.42}
\end{align*}
$$

Thus

$$
\begin{align*}
& \underset{j \rightarrow \infty}{\limsup } \operatorname{meas}\left(\left\{x \in E:\left|z_{j}(x)-z(x)\right|>\epsilon\right\}\right) \\
& \leq \limsup _{j \rightarrow \infty} \operatorname{meas}\left(\left\{x \in E:\left|z_{j}(x)-w(x)\right|>\frac{\epsilon}{2}\right\}\right) \\
& +\underset{j \rightarrow \infty}{\limsup } \operatorname{meas}\left(\left\{x \in E:|z(x)-w(x)|>\frac{\epsilon}{2}\right\}\right)  \tag{4.1.43}\\
& \leq 2 \operatorname{meas}\left(\left\{x \in E:|z(x)-w(x)|>\frac{\epsilon}{4}\right\}\right) .
\end{align*}
$$

The right-hand side of 4.1.43 may be made arbitrary small, because we may approximate every measurable function by piecewise constant functions.

Lemma 4.1.2 (Corollary 3.3 from [58] ). Suppose that the sequence of maps $z_{j}: E \rightarrow \mathbb{R}^{m}$ generates Young measure $\nu: E \rightarrow \mathcal{M}\left(\mathbb{R}^{m}\right)$. Let $f: E \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be a Carathéodory function (i.e. measurable in the first argument and continuous in the second). Let us also assume that the negative part $f^{-}\left(x, z_{j}(x)\right)$ is weakly relatively compact in $L^{1}(E)$. Then

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} \int_{E} f\left(x, z_{j}(x)\right) \mathrm{d} x \geq \int_{E} \int_{\mathbb{R}^{d}} f(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x \tag{4.1.44}
\end{equation*}
$$

If, in addition, the sequence of functions $\left\{f^{+}\left(\cdot, z_{j}(\cdot)\right)+f^{-}\left(\cdot, z_{j}(\cdot)\right)\right\}$ is weakly relatively compact in $L^{1}(E)$, then

$$
\begin{equation*}
f\left(\cdot, z_{j}(\cdot)\right) \rightharpoonup \int_{\mathbb{R}^{d}} f(\cdot, \lambda) \mathrm{d} \nu_{x}(\lambda) \quad \text { in } L^{1}(E) . \tag{4.1.45}
\end{equation*}
$$

Proof. The proof of this lemma consist of four steps. Firstly, we prove this lemma for positive function $f$ with support contained in some ball. Then, we remove the condition on supports boundedness (step 2.) and we remove the assumption on positivity of function (step 3.). The last step is to show that (4.1.45) holds.
Step 1. Let us start the proof with considering the case of positive function $f \geq 0$. Moreover, we assume that $f(x, \lambda)=0$ if $|\lambda| \geq R$ for some positive $R$. By Scorza-Dragoni theorem (see e.g. [6, Theorem 12.1.3]) there exists an increasing sequence of compact sets $E_{k}$ such that
$\operatorname{meas}\left(E \backslash E_{k}\right) \rightarrow 0$ as $k \rightarrow \infty$ and $\left.f\right|_{E_{k} \times \mathbb{R}^{m}}$ is continuous. Let us define $F_{k}: E \rightarrow C_{0}\left(\mathbb{R}^{m}\right)$ by $F_{k}(x, \cdot)=\mathbf{1}_{E_{k}}(x) f(x, \cdot)$. It is obvious that $F_{k} \in L^{1}\left(E ; C_{0}\left(\mathbb{R}^{m}\right)\right)$. Moreover, $\delta_{z_{j}(x)} \stackrel{*}{\rightharpoonup} \nu_{x}$ in $L_{w}^{\infty}\left(E, \mathcal{M}\left(\mathbb{R}^{m}\right)\right)$ as $j \rightarrow \infty$. Hence

$$
\begin{align*}
\int_{E} f\left(x, z_{j}(x)\right) \mathrm{d} x & \geq \int_{E_{k}} f\left(x, z_{j}(x)\right) \mathrm{d} x=\int_{E} F_{k}\left(x, z_{j}(x)\right) \mathrm{d} x \\
& =\int_{E}\left\langle\delta_{z_{j}(x)}, F_{k}(x, \cdot)\right\rangle \mathrm{d} x \rightarrow \int_{E}\left\langle\nu_{x}, F_{k}(x, \cdot)\right\rangle \mathrm{d} x  \tag{4.1.46}\\
& =\int_{E} \int_{\mathbb{R}^{m}} F_{k}(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x=\int_{E_{k}} \int_{\mathbb{R}^{m}} f(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x
\end{align*}
$$

as $j \rightarrow \infty$. By monotone convergence theorem, as $k \rightarrow \infty$, we obtain

$$
\begin{equation*}
\int_{E} f\left(x, z_{j}(x)\right) \mathrm{d} x \geq \int_{E} \int_{\mathbb{R}^{m}} f(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x . \tag{4.1.47}
\end{equation*}
$$

Passing to the limit with $j \rightarrow \infty$ we complete the step 1 .
Step 2. To remove the assumption that support of function $f(x, \cdot)$ is contained in a ball, let us consider an increasing sequence $\left\{\eta_{l}\right\} \subset C_{0}\left(\mathbb{R}^{m}\right)$, such that $\eta_{l}$ converges to 1 as $l$ goes to $\infty$. Then let $f_{l}(x, \lambda)=f(x, \lambda) \eta_{l}(\lambda)$ and by 4.1.47)

$$
\begin{equation*}
\int_{E} f_{l}\left(x, z_{j}(x)\right) \mathrm{d} x \geq \int_{E} \int_{\mathbb{R}^{m}} f_{l}(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x . \tag{4.1.48}
\end{equation*}
$$

holds for every $l \in \mathbb{N}$. By applying again the monotone convergence theorem we may pass to the limit with $l \rightarrow \infty$ and finish the proof of step 2. Moreover, by using shifts, (4.1.44) holds for every function bounded from below.

## Step 3.

Since $\left\{f^{-}\left(x, z_{j}(x)\right)\right\}$ is relatively weakly compact in $L^{1}(E)$, by [56, Theorem T23], then it is uniformly integrable. Hence, for every $\epsilon>0$ there exists positive $M$ such that

$$
\begin{equation*}
\sup _{j} \int_{\left\{x \in E:\left|f^{-}\left(x, z_{j}(x)\right)\right| \geq M\right\}} f^{-}\left(x, z_{j}(x)\right) \mathrm{d} x<\epsilon . \tag{4.1.49}
\end{equation*}
$$

Let us define an auxiliary function

$$
\begin{equation*}
f_{M}(x, \lambda)=\max (f(x, \lambda),-M) \tag{4.1.50}
\end{equation*}
$$

Then by use of conclusion from step 2 . we obtain

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} \int_{E} f_{M}\left(x, z_{j}(x)\right) \mathrm{d} x \geq \int_{E} \int_{\mathbb{R}^{m}} f_{M}(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x \geq \int_{E} \int_{\mathbb{R}^{m}} f(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x . \tag{4.1.51}
\end{equation*}
$$

Moreover, definition of function $f_{M}$ and uniform integrability of $f^{-}$implies

$$
\begin{align*}
\liminf _{j \rightarrow \infty} \int_{E} f_{M}\left(x, z_{j}(x)\right) \mathrm{d} x= & \liminf _{j \rightarrow \infty} \int_{E}\left(f_{M}^{+}\left(x, z_{j}(x)\right)-f_{M}^{-}\left(x, z_{j}(x)\right)\right) \mathrm{d} x \\
= & \liminf _{j \rightarrow \infty}\left(\int_{E} f^{+}\left(x, z_{j}(x)\right) \mathrm{d} x-\int_{E} f^{-}\left(x, z_{j}(x)\right) \mathrm{d} x\right. \\
& \left.\quad+\int_{\left\{x \in E: \mid f^{\left.-\left(x, z_{j}(x)\right) \mid \geq M\right\}}\right.} f^{-}\left(x, z_{j}(x)\right) \mathrm{d} x\right) \\
= & \liminf _{j \rightarrow \infty}\left(\int_{E} f\left(x, z_{j}(x)\right) \mathrm{d} x+\int_{\left\{x \in E:\left|f^{-}\left(x, z_{j}(x)\right)\right| \geq M\right\}} f^{-}\left(x, z_{j}(x)\right) \mathrm{d} x\right) \\
\leq & \liminf _{j \rightarrow \infty} \int_{E} f\left(x, z_{j}(x)\right) \mathrm{d} x+\epsilon . \tag{4.1.52}
\end{align*}
$$

Hence

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} \int_{E} f\left(x, z_{j}(x)\right) \mathrm{d} x+\epsilon \geq \int_{E} \int_{\mathbb{R}^{m}} f(x, \lambda) \mathrm{d} \nu_{x}(\lambda) \mathrm{d} x \tag{4.1.53}
\end{equation*}
$$

and since $\epsilon>0$ is an arbitrary constant, the proof of step 3 . is finished.

## Step 4.

It is sufficient to observe that 4.1.45) is an application of 4.1.44) to $\tilde{f}(x, \lambda)= \pm \phi(x) f(x, \lambda)$ for all positive $\phi \in L^{\infty}(E)$.

Lemma 4.1.3 (Corollary 3.4 from [58] ). Let $E \subset \mathbb{R}^{d}$ and let $u_{j}: E \rightarrow \mathbb{R}^{n}, v_{j}: E \rightarrow \mathbb{R}^{m}$ be measurable and suppose that $u_{j} \rightarrow u$ a.e. while $v_{j}$ generates the Young measure $\nu$. Then the sequence of pairs $\left(u_{j}, v_{j}\right): E \rightarrow \mathbb{R}^{n+m}$ generates the Young measure $x \rightarrow \delta_{u(x)} \otimes \nu_{x}$.

Proof. Let us take the following functions $\phi \in C_{0}\left(\mathbb{R}^{n}\right), \psi \in C_{0}\left(\mathbb{R}^{n}\right)$ and $\eta \in L^{1}(E)$. Since $u_{j} \rightarrow u$ a.e. in $E$ then also $\phi\left(u_{j}\right) \rightarrow \phi(u)$ a.e. in $E$. Using Lebesgue's dominated convergence theorem we obtain that $\eta \phi\left(u_{j}\right) \rightarrow \eta \phi(u)$ in $L^{1}(E)$. Furthermore, by Theorem 4.1.1 (ii) we get

$$
\begin{equation*}
\psi\left(v_{j}\right) \stackrel{*}{\rightharpoonup} \bar{\psi} \text { in } L^{\infty}(E) \quad \text { and } \quad \bar{\psi}(x)=\left\langle\nu_{x}, \psi\right\rangle . \tag{4.1.54}
\end{equation*}
$$

Let us denote by $\phi \otimes \psi$ the tensor product. Then

$$
\begin{align*}
\int_{E} \eta(\phi \otimes \psi)\left(u_{j}, v_{j}\right) \mathrm{d} x & =\int_{E} \eta \phi\left(u_{j}\right) \psi\left(v_{j}\right) \mathrm{d} x \\
& \rightarrow \int_{E} \eta \phi(u)\left\langle\nu_{x}, \psi\right\rangle \mathrm{d} x  \tag{4.1.55}\\
& =\int_{E} \eta\left\langle\delta_{u(x)} \otimes \nu_{x}, \phi \otimes \psi\right\rangle \mathrm{d} x
\end{align*}
$$

as $j \rightarrow \infty$. Then, by the density of linear combinations of products $\phi \otimes \psi$ in $C_{0}\left(\mathbb{R}^{n+m}\right)$, we obtain

$$
\begin{equation*}
(\phi \otimes \psi)\left(u_{j}, v_{j}\right) \stackrel{*}{\checkmark}\left\langle\delta_{u(\cdot)} \otimes \nu ., \phi \otimes \psi\right\rangle \text { in } L^{\infty}(E), \tag{4.1.56}
\end{equation*}
$$

which completes the proof.
The following Lemma comes from [34, Theorem 1.2]. Use of this lemma in the proof of existence is a crucial step of the main theorem of this chapter.

Lemma 4.1.4. Let $\Omega \subset \mathbb{R}^{n}$ be a measurable set of finite measure, let $Q=\Omega \times(0, T)$ and let an operator $A(x, t, s, \xi): \Omega \times \mathbb{R}_{+} \times \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, satisfy the following conditions:
(i) $A(x, t, s, \xi)$ is a Carathéodory function (measurable w.r.t. $(x, t)$ and continuous w.r.t. $(s, \xi)$ );
(ii) For all $x \in \Omega, t \in[0, T], s \in \mathbb{R}^{m}$ and $\xi_{1}, \xi_{2} \in \mathbb{R}^{n}, \xi_{1} \neq \xi_{2}$

$$
\begin{equation*}
\left(A\left(x, t, s, \xi_{1}\right)-A\left(x, t, s, \xi_{2}\right)\right) \cdot\left(\xi_{1}-\xi_{2}\right)>0 \tag{4.1.57}
\end{equation*}
$$

(iii) There exist positive constants $c_{1}, c_{2}$ such that for $p>1$ it is held that

$$
\begin{equation*}
A(x, t, s, \xi) \cdot \xi \geq c_{1}|\xi|^{p} \tag{4.1.58}
\end{equation*}
$$

and

$$
\begin{equation*}
|A(x, t, s, \xi)| \leq c_{2}|\xi|^{p-1} \tag{4.1.59}
\end{equation*}
$$

Let $y_{j}: Q \rightarrow \mathbb{R}^{m}$ and $z_{j}: Q \rightarrow \mathbb{R}^{n}$ be sequences of measurable functions such that
(iv) $y_{j} \rightarrow y$ a.e. in $Q$;
(v) $z_{j} \rightharpoonup z$ in $L^{p}(Q)$ and $A\left(x, t, y_{j}, z_{j}\right) \rightharpoonup A^{*}$ in $L^{\frac{p}{p-1}}(Q)$;
(vi)

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \int_{Q} A\left(x, t, y_{j}, z_{j}\right) \cdot z_{j} \mathrm{~d} x \mathrm{~d} t \leq \int_{Q} A^{*} \cdot z \mathrm{~d} x \mathrm{~d} t \tag{4.1.60}
\end{equation*}
$$

Then there exists a subsequence of $\left\{z_{j}\right\}$, such that $z_{j} \rightarrow z$ in $L^{p}(Q)$.
Proof. We start the proof with applying Lemma 4.1.2 to the function $A\left(x, t, y_{j}, z_{j}\right) \cdot z_{j}$. Since condition (iii) is held, $A\left(x, t, y_{j}, z_{j}\right) \cdot z_{j}$ is positive for every $j \in \mathbb{N}$, the sequence of negative parts is relatively weakly compact in $L^{1}(Q)$. Then we obtain

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \int_{Q} A\left(x, t, y_{j}, z_{j}\right) \cdot z_{j} \mathrm{~d} x \mathrm{~d} t \geq \int_{Q} \int_{\mathbb{R}^{m} \times \mathbb{R}^{n}} A(x, t, s, \lambda) \cdot \lambda \mathrm{d} \mu_{x, t}(s, \lambda) \mathrm{d} x \mathrm{~d} t \tag{4.1.61}
\end{equation*}
$$

where $\mu_{x}$ is the Young measure generated by the sequence $\left(y_{n}, z_{n}\right)$. By Lemma 4.1.3 we may characterize this measure more precisely, i.e

$$
\begin{equation*}
\mu_{x, t}(s, \lambda)=\delta_{y(x, t)}(s) \otimes \nu_{x, t}(\lambda) \tag{4.1.62}
\end{equation*}
$$

since $y_{j}$ converges to $y$ a.e. in $Q$ and sequence $\left\{z_{j}\right\}$ generate the Young measure $\nu_{x, t}$. Then

$$
\begin{equation*}
\int_{Q} \int_{\mathbb{R}^{m} \times \mathbb{R}^{n}} A(x, t, s, \lambda) \cdot \lambda \mathrm{d} \mu_{x, t}(s, \lambda) \mathrm{d} x \mathrm{~d} t=\int_{Q} \int_{\mathbb{R}^{n}} A(x, t, y, \lambda) \cdot \lambda \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t \tag{4.1.63}
\end{equation*}
$$

Moreover, the set $\left\{z_{j}\right\}$ is bounded in $L^{p}(Q)$ hence it is relatively weakly compact in $L^{1}(Q)$. Using Theorem 4.1.1 we obtain that $z(x, t)=\int_{\mathbb{R}^{n}} \lambda \mathrm{~d} \nu_{x, t}(\lambda)$. Applying the same argument to function $A(\cdot, \cdot, \cdot, \cdot)$ we get $A^{*}=\int_{\mathbb{R}^{n}} A(x, t, y, \lambda) \mathrm{d} \nu_{x, t}(\lambda)$. By combining these results with condition (vi) and 4.1.61) we get

$$
\begin{align*}
\int_{Q} \int_{\mathbb{R}^{n}} A(x, t, y, \lambda) \cdot \lambda \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t & \leq \int_{Q} A^{*} \cdot z \mathrm{~d} x \mathrm{~d} t \\
& =\int_{Q} \int_{\mathbb{R}^{n}} A(x, t, y, \lambda) \mathrm{d} \nu_{x, t}(\lambda) \cdot \int_{\mathbb{R}^{n}} \lambda \mathrm{~d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t \tag{4.1.64}
\end{align*}
$$

Let us define

$$
\begin{equation*}
h(x, t, \lambda):=\left(A(x, t, y, \lambda)-A\left(x, t, y, \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right)\right) \cdot\left(\lambda-\int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) . \tag{4.1.65}
\end{equation*}
$$

Monotonicity of $A$ with respect to last variable implies that

$$
\begin{equation*}
\int_{Q} \int_{\mathbb{R}^{n}} h(x, t, \lambda) \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t \geq 0 \tag{4.1.66}
\end{equation*}
$$

Thus

$$
\begin{align*}
& \int_{Q} \int_{\mathbb{R}^{n}} h(x, t, \lambda) \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t \\
&=\int_{Q} \int_{\mathbb{R}^{n}} A(x, t, y, \lambda) \cdot\left(\lambda-\int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t  \tag{4.1.67}\\
&-\int_{Q} \int_{\mathbb{R}^{n}} A\left(x, t, y, \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \cdot\left(\lambda-\int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

The second term of right-hand side is equal to zero. Indeed, changing the variables we obtain

$$
\begin{align*}
& \int_{Q} \int_{\mathbb{R}^{n}} A\left(x, t, y, \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \cdot\left(\lambda-\int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t \\
&= \int_{Q} \int_{\mathbb{R}^{n}} A\left(x, t, y, \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \cdot \lambda \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t \\
&-\int_{Q} \int_{\mathbb{R}^{n}} A\left(x, t, y, \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \cdot \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi) \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t  \tag{4.1.68}\\
&= \int_{Q} A\left(x, t, y, \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \cdot \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi) \mathrm{d} x \mathrm{~d} t \\
&-\int_{Q} A\left(x, t, y, \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)\right) \cdot \int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

Coming back to 4.1.67) we get

$$
\begin{align*}
\int_{Q} \int_{\mathbb{R}^{n}} h(x, t, \lambda) \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t & =\int_{\Omega} \int_{\mathbb{R}^{n}} A(x, t, y, \lambda) \cdot \lambda \mathrm{d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t  \tag{4.1.69}\\
& -\int_{\Omega} \int_{\mathbb{R}^{n}} A(x, t, y, \lambda) \mathrm{d} \nu_{x, t}(\lambda) \cdot \int_{\mathbb{R}^{n}} \lambda \mathrm{~d} \nu_{x, t}(\lambda) \mathrm{d} x \mathrm{~d} t .
\end{align*}
$$

Using (4.1.64) and 4.1.66) we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} h(x, t, \lambda) \mathrm{d} \nu_{x, t}(\lambda)=0, \tag{4.1.70}
\end{equation*}
$$

for a.a. $(x, t) \in Q$. Using 4.1.65) and properties of a measure $\nu_{x, t}$ we obtain that

$$
\begin{equation*}
h(x, t, \lambda)=0 \quad \Longleftrightarrow \quad \lambda-\int_{\mathbb{R}^{n}} \xi \mathrm{~d} \nu_{x, t}(\xi)=0 \tag{4.1.71}
\end{equation*}
$$

Moreover, by 4.1.70 the support of function $h(x, t, \cdot)$ and measure $\nu_{x, t}$ are disjoint for a.a $(x, t) \in Q$. This implies $\nu_{x, t}=\delta_{z(x, t)}$ a.e..

By Lemma 4.1.1 we obtain that $z_{j}$ converges to $z$ in measure. Then there exists a subsequence of $\left\{z_{j}\right\}$ such that $z_{j} \rightarrow z$ a.e.. Moreover, using Lemma 4.1.3 and assumption (vi) we get

$$
\limsup _{j \rightarrow \infty} \int_{Q} A\left(x, t, y_{j}, z_{j}\right) \cdot z_{j} \mathrm{~d} x \mathrm{~d} t \leq \int_{Q} A(x, t, y, z) \cdot z \mathrm{~d} x \mathrm{~d} t \leq \liminf _{j \rightarrow \infty} \int_{Q} A\left(x, t, y_{j}, z_{j}\right) \cdot z_{j} \mathrm{~d} x \mathrm{~d} t .
$$

Let us define $g_{n}=A\left(x, t, y_{n}, z_{n}\right) \cdot z_{n}$ and $g=A(x, t, y, z) \cdot z$. We know that

$$
\begin{equation*}
g_{n} \geq 0, \quad g \in L^{1}(Q), \quad \int_{Q} g_{n} \mathrm{~d} x \mathrm{~d} t \rightarrow \int_{Q} g \mathrm{~d} x \mathrm{~d} t, \quad g_{n} \rightarrow g \text { a.e. in } Q . \tag{4.1.72}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
\int_{Q}\left|g_{n}-g\right| \mathrm{d} x \mathrm{~d} t=\int_{Q}\left(g_{n}-g\right) \mathrm{d} x \mathrm{~d} t+2 \int_{Q} \max \left\{\left(g-g_{n}\right), 0\right\} \mathrm{d} x . \tag{4.1.73}
\end{equation*}
$$

By Lebesgue's dominated convergence theorem we get that the sequence $\left\{A\left(x, t, y_{j}, z_{j}\right) \cdot z_{j}\right\}$ converges to $A(x, t, y, z) \cdot z$ in $L^{1}(Q)$ as $j$ goes to $\infty$. Thus, it is uniformly integrable and by assumption (iii) also the sequence $\left|z_{j}\right|^{p}$ is uniformly integrable. Using Vitali's Theorem 53, Lemma 2.11] yields that $z_{j} \rightarrow z$ in $L^{p}(Q)$, which completes the proof.

### 4.2 Formulation of problem

Let us define $W_{\boldsymbol{g}_{u}}^{1,2}\left(\Omega, \mathbb{R}^{3}\right):=\left\{u \in W^{1,2}\left(\Omega, \mathbb{R}^{3}\right): \boldsymbol{u}=\boldsymbol{g}_{\boldsymbol{u}}\right.$ on $\left.\partial \Omega\right\}$. Now, we are ready to formulate the solution's definition and the main theorem of this chapter.

Definition 4.2.1. Solution to Mróz model
Let $q \in\left(1, \frac{5}{4}\right)$. The triple of functions $(\boldsymbol{u}, \boldsymbol{T}, \theta)$ is a weak solution to the system 1.2.2 when

$$
\begin{align*}
\boldsymbol{u} & \in L^{2}\left(0, T, W_{\boldsymbol{g}_{\boldsymbol{u}}}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)\right) \\
\boldsymbol{T} & \in L^{2}\left(Q, \mathcal{S}^{3}\right)  \tag{4.2.1}\\
\theta & \in L^{q}\left(0, T, W^{1, q}(\Omega)\right) \cap C\left([0, T], W^{-2,2}(\Omega)\right)
\end{align*}
$$

and it satisfies

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \tag{4.2.2}
\end{equation*}
$$

where $\boldsymbol{T}^{d}$ is deviatoric part of Cauchy stress tensor $\boldsymbol{T}=\boldsymbol{D}\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right)$, and

$$
\begin{align*}
& -\int_{0}^{T} \int_{\Omega} \theta \phi_{t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} \theta_{0}(x) \phi(0, x) \mathrm{d} x  \tag{4.2.3}\\
& \quad+\int_{0}^{T} \int_{\Omega} \nabla \theta \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t-\int_{0}^{T} \int_{\partial \Omega} g_{\theta} \phi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{T}^{d}: \boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) \phi \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

for every test function $\varphi \in C^{\infty}\left([0, T], C_{c}^{\infty}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and $\phi \in C_{c}^{\infty}\left([-\infty, T), C^{\infty}(\Omega)\right)$. Furthermore, the visco-elastic strain tensor can be recovered from the equation on its evolution, i.e.

$$
\begin{equation*}
\varepsilon^{p}(x, t)=\varepsilon_{0}^{p}(x)+\int_{0}^{t} \boldsymbol{G}\left(\theta(x, \tau), \boldsymbol{T}^{d}(x, \tau)\right) \mathrm{d} \tau \tag{4.2.4}
\end{equation*}
$$

for a.e. $x \in \Omega$ and $t \in[0, T)$. Then $\varepsilon^{\mathbf{p}}$ belongs to $W^{1,2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}_{d}^{3}\right)\right)$.
Theorem 4.2.1. Let initial conditions satisfy $\theta_{0} \in L^{1}(\Omega), \varepsilon_{0}^{p} \in L^{2}\left(\Omega, \mathcal{S}_{d}^{3}\right)$, boundary conditions satisfy $\boldsymbol{g}_{\boldsymbol{u}} \in L^{2}\left(0, T, H^{\frac{1}{2}}\left(\partial \Omega, \mathbb{R}^{3}\right)\right)$ and $g_{\theta} \in L^{2}\left(0, T, L^{2}(\partial \Omega)\right)$, function $\boldsymbol{f} \in L^{2}\left(0, T, W^{-1,2}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and function $\boldsymbol{G}(\cdot, \cdot)$ satisfy the same condition as in Assumptions 4.0.1. Then there exists a weak solution according to Definition 4.2.1, to system 1.2.2).

### 4.3 Proof of Theorem 4.2.1

Proof of Theorem 4.2.1 contains a few steps. Some elements of this reasoning can be found in Chapter 2 and in Chapter 3 and for more details we refer the reader to these chapters. This section is organized as follows: in Section 4.3.1 we concentrate on transforming of full thermo-visco-elastic problem into a homogeneous boundary-value problem, which allows us to focus on the homogeneous boundary-value problem. Sections 4.3 .2 and 4.3 .3 are dedicated to show the uniform boundedness of approximate solutions. Results presented in Section 4.3.3 are valid for other models presented in this dissertation and we refer to it in the next chapters. Finally, due to use of two level approximation, we pass to limit with $l \rightarrow \infty$ in Section 4.3.4 and with $k \rightarrow \infty$ in Section 4.3.5.

### 4.3.1 Transformation to a homogeneous boundary-value problem

The idea of transformation to homogeneous boundary-value problems was discuss in Chapter 2. Let us consider two systems of equations with given initial and boundary data.

$$
\left\{\begin{array}{rlrl}
-\operatorname{div} \tilde{\boldsymbol{T}} & =\boldsymbol{f} & \text { in } \Omega \times(0, T),  \tag{4.3.1}\\
\tilde{\boldsymbol{T}} & =\boldsymbol{D} \tilde{\varepsilon} \quad \text { in } \Omega \times(0, T), \\
\tilde{\boldsymbol{u}} & =\boldsymbol{g}_{\boldsymbol{u}} \quad \text { on } \partial \Omega \times(0, T),
\end{array}\right.
$$

and

$$
\left\{\begin{array}{rll}
\tilde{\theta}_{t}-\Delta \tilde{\theta} & =0 &  \tag{4.3.2}\\
\text { in } \Omega \times(0, T), \\
\frac{\partial \tilde{\theta}}{\partial n} & =g_{\theta} & \text { on } \partial \Omega \times(0, T), \\
\tilde{\theta}(x, 0) & =\tilde{\theta}_{0} & \text { in } \Omega
\end{array}\right.
$$

Lemma 4.3.1. Let initial condition satisfy $\tilde{\theta}_{0} \in L^{2}(\Omega)$, boundary conditions satisfy $\boldsymbol{g}_{\boldsymbol{u}} \in$ $L^{p}\left(0, T, W^{1-\frac{1}{p}, p}(\partial \Omega)\right)^{3}, g_{\theta} \in L^{2}\left(0, T, L^{2}(\partial \Omega)\right)$ and also the volume force $\boldsymbol{f}$ belongs to $L^{p}\left(0, T, W^{-1, p}\left(\Omega, \mathbb{R}^{3}\right)\right)$. Then, there exists a solution of systems (4.3.1) and 4.3.2). Additionally, the estimate holds:

$$
\begin{aligned}
&\|\tilde{\boldsymbol{u}}\|_{L^{p}\left(0, T, W^{1, p}(\Omega)\right)} \leq C_{1}\left(\left\|\boldsymbol{g}_{\boldsymbol{u}}\right\|_{L^{p}\left(0, T, W^{1-\frac{1}{p}, p}\left(\partial \Omega, \mathbb{R}^{3}\right)\right)}+\|\boldsymbol{f}\|_{L^{p}\left(0, T, W^{-1, p}\left(\Omega, \mathbb{R}^{3}\right)\right)},\right. \\
&\|\tilde{\theta}\|_{L^{\infty}\left(0, T, L^{1}(\Omega)\right)}+\|\tilde{\theta}\|_{L^{2}\left(0, T, W^{1,2}(\Omega)\right)} \leq C_{2}\left(\left\|g_{\theta}\right\|_{L^{2}\left(0, T, L^{2}(\partial \Omega)\right)}+\left\|\tilde{\theta}_{0}\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

Moreover, $\tilde{\theta}$ belongs to $C\left([0, T], L^{2}(\Omega)\right)$.
Proof. From the trace theorem [82, Chapter II] there exists $\tilde{\boldsymbol{g}} \in L^{p}\left(0, T, W^{1, p}\left(\Omega, \mathbb{R}^{3}\right)\right)$ such that $\left.\tilde{\boldsymbol{g}}\right|_{\partial \Omega}=\boldsymbol{g}_{\boldsymbol{u}}$. Therefore, instead of finding the solution $\tilde{\boldsymbol{u}}$ to 4.3.1) we focus on finding the solution $\tilde{\boldsymbol{u}}_{1}$ to system

$$
\left\{\begin{align*}
-\operatorname{div} \boldsymbol{D} \boldsymbol{\varepsilon}\left(\tilde{\boldsymbol{u}}_{1}\right) & =\boldsymbol{f}+\operatorname{div} \boldsymbol{D} \boldsymbol{\varepsilon}(\tilde{\boldsymbol{g}}) & & \text { in } \Omega \times(0, T),  \tag{4.3.3}\\
\tilde{\boldsymbol{u}}_{1} & =0 & & \text { on } \partial \Omega \times(0, T) .
\end{align*}\right.
$$

It can be immediately observed that solution to 4.3.1) $\tilde{\boldsymbol{u}}$ is a sum of $\tilde{\boldsymbol{u}}_{1}$ and $\tilde{\boldsymbol{g}}$. The existence of solution to elastostatic problem (4.3.3) and its estimate is obtained by usage [82, Corollary 4.4]. The proof and estimates for heat equation are standard. This results can be found, for example, in [29].

For Mróz model, i.e. $p=2$, the boundary data satisfy the assumptions from Theorem 4.2.1 and we may transform the problem into homogeneous boundary value problem. Then data are coming into the system by shifts of the solutions in nonlinear function $\boldsymbol{G}(\cdot, \cdot)$. Thus, it is sufficient to consider the following system of equations

$$
\left\{\begin{align*}
-\operatorname{div} \boldsymbol{T} & =0  \tag{4.3.4}\\
\boldsymbol{T} & =\boldsymbol{D}\left(\varepsilon-\varepsilon^{p}\right) \\
\varepsilon_{t}^{p} & =\boldsymbol{G}\left(\tilde{\theta}+\theta, \boldsymbol{T}^{d}+\boldsymbol{T}^{d}\right), \\
\theta_{t}-\Delta \theta & =\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right)
\end{align*}\right.
$$

with initial conditions:

$$
\left\{\begin{align*}
\theta & =\theta_{0}-\tilde{\theta}_{0} & & \text { in } \Omega,  \tag{4.3.5}\\
\varepsilon^{p} & =\varepsilon_{0}^{p} & & \text { in } \Omega,
\end{align*}\right.
$$

and homogeneous boundary condition on displacement and temperature.
We start the proof with the definition of approximate system of equations and approximate solutions, see (2.2.8). Moreover, we know that the approximate solutions are absolutely continuous on some time interval $\left(0, t^{*}\right)$, see Lemma 2.2.1. Our goal is to show that these solutions exist on the whole time interval $(0, T)$ and that limits of these sequences exist and fulfill Definition 4.2.1.

### 4.3.2 Potential Energy estimates

As we mentioned in the introduction, the uniform estimates for approximate solutions are consequences of finite initial energy. Density of energy in quasi-static case consists of potential and thermal energy. Let us start with the estimates regarding potential energy, see Definition 1.4.1. The estimates for the temperature are the subject of next section.

Lemma 4.3.2. There exists a constant $C$, which is independent of $k$ and $l$, such that

$$
\begin{equation*}
\sup _{t \in[0, T]} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right)(t)+c\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2} \leq C . \tag{4.3.6}
\end{equation*}
$$

Proof. The potential energy of approximate solutions is an absolutely continuous function. Hence, calculating the time derivative of $\mathcal{E}(t)$ for a.a. $t \in[0, T]$ we obtain

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathrm{p}}\right)= & \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)-\varepsilon_{k, l}^{\mathbf{p}}\right):\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)\right)_{t} \mathrm{~d} x  \tag{4.3.7}\\
& -\int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)-\varepsilon_{k, l}^{\mathbf{p}}\right):\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} \mathrm{~d} x
\end{align*}
$$

Using the approximate system of equations we the changes of potential energy. At the beginning let us multiply $2.2 .8_{(1)}$ by $\left\{\left(\alpha_{k, l}^{n}\right)_{t}\right\}$ for each $n \leq k$. After summing obtained equations over $n=1, \ldots, k$ we get

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)-\boldsymbol{\varepsilon}_{k, l}^{\mathrm{p}}\right):\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right)_{t} \mathrm{~d} x=0\right. \tag{4.3.8}
\end{equation*}
$$

Hence, the first term in 4.3.7 vanishes. Consequently, we multiply 2.2.8 (4) by $\delta_{k, l}^{m}$ for every $m=1, \ldots, l$. Summing over $m=1, \ldots, l$, we obtain the identity, which is equivalent to

$$
\begin{equation*}
\int_{\Omega}\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}: \boldsymbol{T}_{k, l} \mathrm{~d} x=\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l} \mathrm{~d} x . \tag{4.3.9}
\end{equation*}
$$

And thus

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right)=-\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \tag{4.3.10}
\end{equation*}
$$

where we use the properties of traceless matrices, i.e. if $\boldsymbol{A}^{d}=\boldsymbol{A}$ then $\boldsymbol{A}^{d}: \boldsymbol{B}=\boldsymbol{A}^{d}: \boldsymbol{B}^{d}$. Using Assumption 4.0.1 and the Young inequality we get

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right)= & -\int_{\Omega}\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \\
& +\int_{\Omega} \tilde{\boldsymbol{T}}^{d}: \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \\
\leq & -\beta\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{2}(\Omega)}^{2}+\left\|\tilde{\boldsymbol{T}}^{d}\right\|_{L^{2}(\Omega)}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)} \\
\leq & -\beta\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{2}(\Omega)}^{2}+c(\epsilon)\left\|\tilde{\boldsymbol{T}}^{d}\right\|_{L^{2}(\Omega)}^{2}+\epsilon\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

where $\epsilon<\frac{\beta}{2 C^{2}}$, with a constant $C$ coming from Assumption 4.0.1. Hence, we estimate the last term as follows

$$
\begin{equation*}
\epsilon\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}^{2} \leq C^{2} \epsilon\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{2}(\Omega)}^{2} \tag{4.3.11}
\end{equation*}
$$

and the choice of $\epsilon$ implies that $C^{2} \epsilon=\frac{\beta}{2}$. Finally, integrating over $(0, t)$, with $0 \leq t \leq T$ we obtain

$$
\begin{align*}
\mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right)(t) & +\frac{\beta}{2}\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}  \tag{4.3.12}\\
& \leq c(\epsilon)\left\|\tilde{\boldsymbol{T}}^{d}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}+\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathrm{p}}\right)(0)
\end{align*}
$$

which completes the proof.

Remark. Using Lemma 4.3.2 and Assumption 4.0.1 we immediately observe that the following inequalities hold

$$
\begin{align*}
&\left\|\boldsymbol{T}_{k, l}\right\|_{L^{\infty}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)} \leq c_{1}, \\
&\left\|\boldsymbol{T}_{k, l}^{d}\right\|_{L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)} \leq c_{2}, \\
&\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)} \leq c_{3},  \tag{4.3.13}\\
&\left\|\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}\left(0, T, L^{1}\left(\Omega, \mathcal{S}^{3}\right)\right)} \leq c_{4},
\end{align*}
$$

for all $k, l \in \mathbb{N}$. Moreover, constants $c_{1}, c_{2}, c_{3}$ as well as $c_{4}$ are independent of approximation parameters $k$ and $l$. Uniform boundedness from 4.3.13(1)-(3) implies existence of weak limits for each of these quantities.

Lemma 4.3.3. The sequence $\left\{\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}\right\}$ is uniformly bounded in $L^{2}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right)$ with respect to $l$.

Proof. Let $\varphi \in L^{2}\left(0, T, H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)$. Let us notice that $\left(P^{k}+P_{L^{2}}^{l, k}\right)\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}=\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}$. Using the orthogonality of the subspaces $\operatorname{lin}\left\{\varepsilon\left(\boldsymbol{w}_{1}\right), \ldots, \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{k}\right)\right\}$ and $\operatorname{lin}\left\{\boldsymbol{\zeta}_{1}, \ldots, \boldsymbol{\zeta}_{l}\right\}$ in the sense of scalar product $(\cdot, \cdot)_{\boldsymbol{D}}$ we obtain

$$
\begin{align*}
\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t & =\int_{0}^{T}\left|\left(\left(P^{k}+P_{L^{2}}^{l, k}\right)\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} x \\
& =\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t},\left(P^{k}+P_{L^{2}}^{l, k}\right) \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t  \tag{4.3.14}\\
& \leq \int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, P^{k} \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t+\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, P_{L^{2}}^{l, k} \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t
\end{align*}
$$

where $P^{k}$ and $P_{L^{2}}^{l, k}$ are projections on $\operatorname{lin}\left\{\varepsilon\left(\boldsymbol{w}_{n}\right)\right\}_{n=1}^{k}$ and $\operatorname{lin}\left\{\boldsymbol{\zeta}_{m}^{k}\right\}_{m=1}^{l}$, respectively, in the sense of $(\cdot, \cdot)_{\boldsymbol{D}}$, see Definition 2.1.2. Then, we may estimate

$$
\begin{align*}
\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}, \varphi\right)_{\boldsymbol{D}}\right| \mathrm{d} t \leq & \int_{0}^{T}\left|\int_{\Omega} \boldsymbol{D} \boldsymbol{G}\left(\theta_{k, l}+\tilde{\theta}, \boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}\right) P^{k} \boldsymbol{\varphi} \mathrm{~d} x\right| \mathrm{d} t \\
& +\int_{0}^{T}\left|\int_{\Omega} \boldsymbol{D} \boldsymbol{G}\left(\theta_{k, l}+\tilde{\theta}, \boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}\right) P_{L^{2}}^{l, k} \boldsymbol{\varphi} \mathrm{~d} x\right| \mathrm{d} t \\
\leq & d \int_{0}^{T}\left|\int_{\Omega} \boldsymbol{G}\left(\theta_{k, l}+\tilde{\theta}, \boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}\right) P^{k} \boldsymbol{\varphi} \mathrm{~d} x\right| \mathrm{d} t  \tag{4.3.15}\\
& +d \int_{0}^{T}\left|\int_{\Omega} \boldsymbol{G}\left(\theta_{k, l}+\tilde{\theta}, \boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}\right)\left(P_{H^{s}}^{l, k} \circ\left(I d-P^{k}\right)\right) \boldsymbol{\varphi} \mathrm{d} x\right| \mathrm{d} t
\end{align*}
$$

where we use the identity $(2.1 .31)$ in the last inequality. We continue the estimates as follows

$$
\begin{align*}
\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathbf{p}}\right) t, \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t \leq & d \int_{0}^{T}\left|\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) P^{k} \boldsymbol{\varphi} \mathrm{~d} x\right| \mathrm{d} t \\
& +d \int_{0}^{T}\left|\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\left(P_{H^{s}}^{l, k} \circ\left(I d-P^{k}\right)\right) \boldsymbol{\varphi} \mathrm{d} x\right| \mathrm{d} t \\
\leq & d \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\left\|P^{k} \boldsymbol{\varphi}\right\|_{L^{2}(\Omega)} \mathrm{d} t \\
& +d \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\left\|\left(P_{H^{s}}^{l, k} \circ\left(I d-P^{k}\right)\right) \boldsymbol{\varphi}\right\|_{L^{2}(\Omega)} \mathrm{d} t \\
\leq & d \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\left\|P^{k} \boldsymbol{\varphi}\right\|_{H^{s}(\Omega)} \mathrm{d} t \\
& +d \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\left\|\left(P_{H^{s}}^{l, k} \circ\left(I d-P^{k}\right)\right) \boldsymbol{\varphi}\right\|_{H^{s}(\Omega)} \mathrm{d} t \\
\leq & d c(k) \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\|\boldsymbol{\varphi}\|_{H^{s}(\Omega)} \mathrm{d} t \\
& +d \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\left\|\left(I d-P^{k}\right) \boldsymbol{\varphi}\right\|_{H^{s}(\Omega)} \mathrm{d} t \\
\leq & d c(k) \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\|\boldsymbol{\varphi}\|_{H^{s}(\Omega)} \mathrm{d} t \\
& +d c(k) \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}(\Omega)}\|\boldsymbol{\varphi}\|_{H^{s}(\Omega)} \mathrm{d} t \\
\leq & 2 d c(k) \tilde{c}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}\|\boldsymbol{\varphi}\|_{L^{2}\left(0, T, H^{s}(\Omega)\right)} \tag{4.3.16}
\end{align*}
$$

where $\tilde{c}$ is an optimal embedding constant of $H^{s}\left(\Omega, \mathcal{S}^{3}\right) \subset L^{2}\left(\Omega, \mathcal{S}^{3}\right)$. Consequently, there exists $C(k)>0$ such that

$$
\begin{equation*}
\sup _{\substack{\boldsymbol{\varphi} \in L^{2}\left(0, T, H^{s}(\Omega)\right) \\ \| \varphi_{L^{2}}\left(0, T, H^{s}(\Omega) \leq 1\right.}} \int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t \leq C(k) \tag{4.3.17}
\end{equation*}
$$

and hence the sequence $\left\{\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}\right\}$ is uniformly bounded in $L^{2}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right)$.

### 4.3.3 Uniform boundedness of temperature

Results presented in this section hold for every model considered in this dissertation. Difference between considered models result from assumptions on the function describing the evolution of visco-elastic strain. The heat equation stays the same in all cases. We draw our attention to all small differences which may appear in next chapters.

Lemma 4.3.4. The sequence $\left\{\theta_{k, l}\right\}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$ with respect to $k$ and $l$.

Proof. It can be immediately observed that

$$
\sup _{0 \leq t \leq T}\left\|\theta_{k, l}(t)\right\|_{L^{1}(\Omega)} \leq C\left\|\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}\left(0, T, L^{1}(\Omega)\right)}+\left\|\theta_{0}\right\|_{L^{1}(\Omega)}
$$

and Lemma 4.3.2 holds.

Lemma 4.3.4 implies that the internal energy of $\Omega$ is finite at any time $t \in[0, T]$ if the initial internal energy is finite. It is possible to prove better estimates for the temperature, however this estimate is uniform only with respect to $l$ and not with respect to $k$. We provide the details in the proceeding lemma.

Lemma 4.3.5. There exists a constant $C$, depending on the domain $\Omega$ and the time interval $(0, T)$, such that for every $k \in \mathbb{N}$

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\left\|\theta_{k, l}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\theta_{k, l}\right\|_{L^{2}\left(0, T, W^{1,2}(\Omega)\right)}^{2}+\left\|\left(\theta_{k, l}\right)\right\|_{L^{2}\left(0, T, W^{-1,2}(\Omega)\right)}^{2}  \tag{4.3.18}\\
& \quad \leq C\left(\| \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\left\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}+\right\| \mathcal{T}_{k}\left(\theta_{0}\right) \|_{L^{2}(\Omega)}^{2}\right) .\right.
\end{align*}
$$

The proof follows from the standard tools for parabolic equations, see e.g. Evans [29].
Proof. Using standard tools for parabolic equations we obtain

$$
\begin{align*}
\sup _{0 \leq t \leq T}\left\|\theta_{k, l}(t)\right\|_{L^{2}(\Omega)}^{2} & +\left\|\nabla \theta_{k, l}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}+\left\|\left(\theta_{k, l}\right)\right\|_{L^{2}\left(0, T, W^{-1,2}(\Omega)\right)}^{2} \\
& \leq C\left(\left\|T_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right)\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}+\left\|T_{k}\left(\theta_{0}\right)\right\|_{L^{2}(\Omega)}\right) . \tag{4.3.19}
\end{align*}
$$

Due to the Neumann boundary condition we cannot use Poincaré inequality in a straightforward way. Let us define an operator $(\theta)_{\Omega}$ as an average of function $\theta$ on $\Omega$. Then

$$
\left\|\theta_{k, l}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)} \leq\left\|\theta_{k, l}-\left(\theta_{k, l}\right)_{\Omega}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}+\left\|\left(\theta_{k, l}\right)_{\Omega}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)} .
$$

Applying the Poincaré inequality for functions from $W^{1,2}(\Omega)$ we get boundedness of the first term on the left-hand side by $C\left\|\nabla \theta_{k, l}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}$. For the second one we use simple calculations (Hölder inequality)

$$
\begin{aligned}
\left\|\left(\theta_{k, l}\right)_{\Omega}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2} & =\int_{0}^{T} \int_{\Omega}\left(\theta_{k, l}\right)_{\Omega}^{2} \mathrm{~d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega}\left(\frac{1}{\operatorname{meas}(\Omega)} \int_{\Omega} \theta_{k, l} \mathrm{~d} y\right)^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leq \frac{1}{\operatorname{meas}(\Omega)^{2}} \int_{0}^{T} \int_{\Omega}\left(\left(\int_{\Omega}\left|\theta_{k, l}\right|^{2} \mathrm{~d} y\right)^{\frac{1}{2}} \operatorname{meas}(\Omega)^{\frac{1}{2}}\right)^{2} \mathrm{~d} x \mathrm{~d} t \\
& =\frac{1}{\operatorname{meas}(\Omega)} \int_{0}^{T} \int_{\Omega} \int_{\Omega}\left|\theta_{k, l}\right|^{2} \mathrm{~d} y \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

From (4.3.19) we know that $\int_{\Omega}\left|\theta_{k, l}(t)\right|^{2} \mathrm{~d} y$ is bounded for every $t \in(0, T)$, what completes the proof.

All terms on the right-hand side of 4.3.18) are bounded and the boundary is independent of $l$, hence, for every $k \in \mathbb{N}$ we choose the subsequence $\left\{\theta_{k, l}\right\}$ (with respect to $l$ ) which converges weakly to $\theta_{k}$ in $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$ and the subsequence $\left\{\theta_{k, l}^{\prime}\right\}$ which converges weakly to $\theta_{k}^{\prime}$ in $L^{2}\left(0, T, W^{-1,2}(\Omega)\right)$. Let us denote this subsequence by $\left\{\theta_{k, l}\right\}$.

Remark. The uniform boundedness of solutions implies the global existence of approximate solutions, i.e. existence of solutions $\left\{\alpha_{k, l}^{n}(t), \beta_{k, l}^{m}(t), \gamma_{k, l}^{n}(t), \delta_{k, l}^{m}(t)\right\}$ on the whole time interval $[0, T]$ for each $n=1, \ldots, k$ and $m=1, \ldots, l$.

### 4.3.4 Limit passage with $l$ going to $\infty$

Due to low regularity of the right-hand side of heat equation and due to necessity of using Boccardo and Galllouët approach, see Section 3.1. We firstly pass to the limit with approximation parameter for temperature. Let us multiply the system 2.2 .8 by smooth time-dependent functions and integrate over $[0, T]$. Then we may rewrite the system as follows. For momentum equation

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}_{k, l}: \nabla \boldsymbol{w}_{n} \varphi_{1}(t) \mathrm{d} x \mathrm{~d} t=0, \quad n=1, \ldots, k \tag{4.3.20}
\end{equation*}
$$

Evolutionary equation for visco-elastic strain can be presented as

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} & : \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t, \quad n=1, \ldots, k,  \tag{4.3.21}\\
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} & : \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t, \quad m=1, \ldots, l .
\end{align*}
$$

And finally, balance of energy may be rewritten as

$$
\begin{align*}
-\int_{0}^{T} \int_{\Omega} \theta_{k, l} \varphi_{4}^{\prime}(t) v_{m} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} \theta_{0}(x) \varphi_{4}(0) v_{m} \mathrm{~d} x+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k, l} \cdot \nabla v_{m} \varphi_{4}(t) \mathrm{d} x \mathrm{~d} t  \tag{4.3.22}\\
=\int_{0}^{T} \int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \varphi_{4}(t) v_{m} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

for every $m=1, \ldots, l$. Furthermore, 4.3.20 - 4.3.22 hold for all test functions $\varphi_{1}, \varphi_{2}, \varphi_{3} \in$ $C^{\infty}([0, T])$ and $\varphi_{4} \in C_{c}^{\infty}([-\infty, T))$.

Using uniform boundedness of approximate solutions sequences obtained in the previous sections, we get (passing to the subsequence if it is necessary) the following convergences

$$
\begin{array}{cl}
\boldsymbol{T}_{k, l} \rightharpoonup \boldsymbol{T}_{k} & \text { weakly in } L^{2}\left(Q, \mathcal{S}^{3}\right), \\
\boldsymbol{T}_{k, l}^{d} \rightharpoonup \boldsymbol{T}_{k}^{d} & \text { weakly in } L^{2}\left(Q, \mathcal{S}_{d}^{3}\right), \\
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \rightharpoonup \boldsymbol{\chi}_{k} & \text { weakly in } L^{2}\left(Q, \mathcal{S}_{d}^{3}\right),  \tag{4.3.23}\\
\theta_{k, l} \rightharpoonup \theta_{k} & \text { weakly in } L^{2}\left(0, T, W^{1,2}(\Omega)\right), \\
\theta_{k, l} \rightarrow \theta_{k} & \text { a.e. in } Q, \\
\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} \rightharpoonup\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t} & \text { weakly in } L^{2}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right) .
\end{array}
$$

Now passing to the limit in 4.3.20-4.3.21) results in

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}_{k}: \nabla \boldsymbol{w}_{n} \varphi_{1}(t) \mathrm{d} x \mathrm{~d} t=0, \quad n=1, \ldots, k \tag{4.3.24}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t, \quad n=1, \ldots, k, \\
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t, \quad m \in \mathbb{N}, \tag{4.3.25}
\end{align*}
$$

hold for every test function $\varphi_{1}, \varphi_{2}, \varphi_{3} \in C^{\infty}([0, T])$. Density of $\operatorname{lin}\left\{\boldsymbol{\zeta}_{m}^{k}\right\}_{m=1}^{\infty}$ in $L^{2}\left(\Omega, \mathcal{S}^{3}\right)$ implies that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \varphi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \varphi \mathrm{d} x \mathrm{~d} t \tag{4.3.26}
\end{equation*}
$$

holds for all $\varphi \in C^{\infty}\left([0, T], L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ and then also for all $\varphi \in L^{2}\left(0, T ; L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$.
It remains to pass to the limit in 4.3.22. To do this, we should identify the limit of the right-hand side term

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \mathcal{T}_{k}\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \mathrm{d} x \mathrm{~d} t \tag{4.3.27}
\end{equation*}
$$

The characterization of the limit is not obvious as we are dealing with a product of two weakly converging sequences. For this purpose we will use Young measures tools which were introduced in Section 4.1. Moreover, we should identify $\chi_{k}$, which can also be done by the use of Young measures tools.

Lemma 4.3.6. The following inequality holds for the solution of approximate system

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{t} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t \tag{4.3.28}
\end{equation*}
$$

for every $\tau \in(0, T)$.
Proof. For each $\mu>0, \tau \leq T-\mu, s \geq 0$, let $\psi_{\mu, \tau}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be defined as follows

$$
\psi_{\mu, \tau}(s)= \begin{cases}1 & \text { for } \quad s \in[0, \tau)  \tag{4.3.29}\\ -\frac{1}{\mu}(s-\tau)+1 & \text { for } \quad s \in[\tau, \tau+\mu), \\ 0 & \text { for } \quad s \geq \tau+\mu\end{cases}
$$

Next we shall use 4.3.10 and multiply it by $\psi_{\mu, \tau}(t)$ and integrate over $(0, T)$

$$
\begin{equation*}
\int_{0}^{T} \frac{d}{d \tau} \mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right) \psi_{\mu, \tau} \mathrm{d} t=-\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \tag{4.3.30}
\end{equation*}
$$

Let us now integrate by parts the left-hand side of 4.3.30

$$
\begin{equation*}
\int_{0}^{T} \frac{d}{d \tau} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right) \psi_{\mu, \tau} \mathrm{d} t=\frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right) \mathrm{d} t-\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right)(0) . \tag{4.3.31}
\end{equation*}
$$

Passing to the limit in 4.3.31) with $l \rightarrow \infty$ we obtain

$$
\begin{align*}
\liminf _{l \rightarrow \infty} \int_{0}^{T} \frac{d}{d \tau} & \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right) \psi_{\mu, \tau} \mathrm{d} t \\
& =\liminf _{l \rightarrow \infty} \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right) \mathrm{d} t-\lim _{l \rightarrow \infty} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right)(0)  \tag{4.3.32}\\
& \geq \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} t-\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(0)
\end{align*}
$$

Note that the last inequality holds due to weak lower semicontinuity in $L^{2}\left(0, T, L^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right)$. Convergence of the initial potential energy is a consequence of strong convergence of initial condition for visco-elastic strain tensor.

Now the problem is low regularity of $\left\{\left(\alpha_{k}^{n}\right)_{t}\right\}$. Since $\alpha_{k}^{n}$ is a limit of absolutely continuous functions, $\left(\alpha_{k}^{n}\right)_{t}$ cannot be used as a test function in 4.3.24). Hence, we use time mollifier to solve this problem. Let us take $\varphi_{1}(t)=\left(\left(\alpha_{k}^{n}\right)_{t} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}$, as a test function in 4.3.24), where $\eta_{\epsilon}$ is a standard mollifier with respect to time and $\epsilon<\min \left(t_{1}, T-t_{2}\right)$. Then

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}_{k}: \boldsymbol{\varepsilon}\left(\left(\left(\alpha_{k}^{n}\right)_{t} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon} \boldsymbol{w}_{n}\right) \mathrm{d} x \mathrm{~d} t=0 \tag{4.3.33}
\end{equation*}
$$

Summing over $n=1, \ldots, k$ and using the properties of convolution we obtain

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\boldsymbol{\varepsilon}_{k}^{\mathrm{p}}\right) * \eta_{\epsilon}:\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k}\right) * \eta_{\epsilon}\right)_{t} \mathrm{~d} x \mathrm{~d} t=0 \tag{4.3.34}
\end{equation*}
$$

Let us take $\boldsymbol{\varphi}=\left(\boldsymbol{T}_{k} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}$, as a test function in 4.3.26). Thus we get

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}:\left(\boldsymbol{T}_{k} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon} \mathrm{d} x=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}:\left(\boldsymbol{T}_{k} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon} \mathrm{d} x . \tag{4.3.35}
\end{equation*}
$$

Using the properties of convolution, we rewrite it in the following way

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) * \eta_{\epsilon}:\left(\varepsilon_{k}^{\mathbf{p}} * \eta_{\epsilon}\right)_{t} \mathrm{~d} x \mathrm{~d} t=\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{\chi}_{k} * \eta_{\epsilon}: \boldsymbol{T}_{k} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t \tag{4.3.36}
\end{equation*}
$$

Subtracting 4.3.34 and 4.3.36 we obtain

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\boldsymbol{\varepsilon}_{k}^{\mathbf{p}}\right) * \eta_{\epsilon}:\left(\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\boldsymbol{\varepsilon}_{k}^{\mathbf{p}}\right) * \eta_{\epsilon}\right)_{t} \mathrm{~d} x \mathrm{~d} t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{\chi}_{k} * \eta_{\epsilon}: \boldsymbol{T}_{k} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t \tag{4.3.37}
\end{equation*}
$$

and then

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) * \eta_{\epsilon}:\left.\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) * \eta_{\epsilon} \mathrm{d} x\right|_{t_{1}} ^{t_{2}}=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \chi_{k} * \eta_{\epsilon}: \boldsymbol{T}_{k} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t \tag{4.3.38}
\end{equation*}
$$

Since $\left\{\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right\}$ belongs to $L^{\infty}\left(0, T, L^{2}(\Omega)\right)$ and $\boldsymbol{\chi}_{k}, \boldsymbol{T}_{k}$ belong to $L^{2}\left(0, T, L^{2}(\Omega)\right)$, we pass to the limit with $\epsilon \rightarrow 0$. We obtain

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right):\left.\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} x\right|_{t_{1}} ^{t_{2}}=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \chi_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t \tag{4.3.39}
\end{equation*}
$$

Since $\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}} \in C_{w}\left([0, T], L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ then we may pass with $t_{1} \rightarrow 0$, replace $t_{2}$ by $t$ and conclude (using the definition of potential energy) that

$$
\begin{equation*}
\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(t)-\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(0)=-\int_{0}^{t} \int_{\Omega} \chi_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} s \tag{4.3.40}
\end{equation*}
$$

Multiplying 4.3.40) by $\frac{1}{\mu}$ and integrating over the interval $(\tau, \tau+\mu)$ we get

$$
\begin{equation*}
\frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(t) \mathrm{d} t-\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(0)=-\frac{1}{\mu} \int_{\tau}^{\tau+\mu} \int_{0}^{t} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} s \mathrm{~d} t \tag{4.3.41}
\end{equation*}
$$

For conciseness of further calculations let us define

$$
\begin{equation*}
F(s):=\int_{\Omega} \boldsymbol{\chi}_{k}(s): \boldsymbol{T}_{k}^{d}(s) \mathrm{d} x \tag{4.3.42}
\end{equation*}
$$

It is obvious that $F$ belongs to $L^{1}(0, T)$. Applying Fubini theorem we have

$$
\begin{align*}
\frac{1}{\mu} \int_{\tau}^{\tau+\mu} \int_{0}^{t} F(s) \mathrm{d} s \mathrm{~d} t & =\frac{1}{\mu} \int_{\mathbb{R}^{2}} \mathbf{1}_{\{0 \leq s \leq t\}}(s) \mathbf{1}_{\{\tau \leq t \leq \tau+\mu\}}(t) F(s) \mathrm{d} s \mathrm{~d} t  \tag{4.3.43}\\
& =\int_{\mathbb{R}}\left(\frac{1}{\mu} \int_{\mathbb{R}} \mathbf{1}_{\{0 \leq s \leq t\}}(s) \mathbf{1}_{\{\tau \leq t \leq \tau+\mu\}}(t) \mathrm{d} t\right) F(s) \mathrm{d} s
\end{align*}
$$

The crucial observation is that

$$
\begin{equation*}
\psi_{\mu, \tau}(s)=\frac{1}{\mu} \int_{\mathbb{R}} \mathbf{1}_{\{0 \leq s \leq t\}}(s) \mathbf{1}_{\{\tau \leq t \leq \tau+\mu\}}(t) \mathrm{d} t, \tag{4.3.44}
\end{equation*}
$$

and then

$$
\begin{equation*}
-\frac{1}{\mu} \int_{\tau}^{\tau+\mu} \int_{0}^{t} F(s) \mathrm{d} s \mathrm{~d} t=-\int_{\mathbb{R}} F(s) \psi_{\mu, \tau}(s) \mathrm{d} s=\int_{\mathbb{R}} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} s \tag{4.3.45}
\end{equation*}
$$

Finally, using 4.3.30, 4.3.32 and 4.3.41 we conclude

$$
\begin{equation*}
-\int_{0}^{T} \int_{\Omega} \chi_{k}: \boldsymbol{T}_{k}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \leq \liminf _{l \rightarrow \infty}\left(-\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t\right), \tag{4.3.46}
\end{equation*}
$$

which is nothing else than

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \leq \int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t . \tag{4.3.47}
\end{equation*}
$$

To finish the proof let us observe that

$$
\begin{align*}
\limsup _{l \rightarrow \infty} & \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t \\
& =\limsup _{l \rightarrow \infty} \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \mathrm{~d} t \\
& \quad-\lim _{l \rightarrow \infty} \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \tilde{\boldsymbol{T}}^{d} \mathrm{~d} x \mathrm{~d} t  \tag{4.3.48}\\
\leq & \limsup _{l \rightarrow \infty} \int_{0}^{\tau+\mu} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \\
& \quad-\lim _{l \rightarrow \infty} \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \tilde{\boldsymbol{T}}^{d} \mathrm{~d} x \mathrm{~d} t,
\end{align*}
$$

where the last inequality is caused by definition of $\psi_{\mu, \tau}$ and positivity of $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)$ : $\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)$. Then the estimate may follow

$$
\begin{align*}
\limsup _{l \rightarrow \infty} & \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t \\
& \leq \limsup _{l \rightarrow \infty} \int_{0}^{\tau+\mu} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t  \tag{4.3.49}\\
& +\lim _{l \rightarrow \infty} \int_{0}^{\tau+\mu} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \tilde{\boldsymbol{T}}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \\
& \quad-\lim _{l \rightarrow \infty} \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \tilde{\boldsymbol{T}}^{d} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

Hence, using 4.3.47 to the first term on the right-hand side of abovementioned equation and using the identity $\psi_{\mu, \tau} \equiv 1$ on $[0, \tau]$ to remaining terms we obtain

$$
\begin{align*}
\limsup _{l \rightarrow \infty} & \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t \\
\leq & \int_{0}^{\tau+\mu} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \\
& +\lim _{l \rightarrow \infty} \int_{\tau}^{\tau+\mu} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \tilde{\boldsymbol{T}}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \\
= & \int_{0}^{\tau+\mu} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t+\lim _{l \rightarrow \infty} \int_{\tau}^{\tau+\mu} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \tilde{\boldsymbol{T}}_{k}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t \tag{4.3.50}
\end{align*}
$$

Passing with $\mu \rightarrow 0$ results in 4.3.28. The proof is complete.

Now, we use Theorem 4.1.4 to finish the limit passage in heat equation. In our case $\boldsymbol{G}(\cdot, \cdot)$ is a nonlinear function. Let us check the assumptions of Theorem4.1.4. The conditions $(i)-(i i i)$ are held, because of Assumption 4.0.1. Due to the energy estimate and uniform boundedness of temperature $\left\{\theta_{k, l}\right\}$, condition $(i v)$ is fulfilled. Uniform boundedness of the sequences $\left\{\boldsymbol{T}_{k, l}^{d}\right\}$ and $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ with respect to $l$ in $L^{2}\left(Q, \mathcal{S}_{d}^{3}\right)$ implies that the condition $(v)$ is satisfied. Finally, the last condition $(v i)$ is a result of Lemma 4.3.6. Hence, for every $k \in \mathbb{N}$ there exists the subsequence $\left\{\boldsymbol{T}_{k, l}^{d}\right\}$ which converges to $\boldsymbol{T}_{k}^{d}$ in $L^{2}\left(Q, \mathcal{S}_{d}^{3}\right)$ with $l \rightarrow \infty$. Moreover, using Lebesgue's dominated convergence theorem there exists a subsequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ which converges to $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)$ in $L^{2}\left(Q, \mathcal{S}^{3}\right)$ with $l \rightarrow \infty$. Consequently, product $\{\boldsymbol{G}(\tilde{\theta}+$ $\left.\left.\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d}\right\}$ converges to $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{T}_{k}^{d}$ in $L^{1}\left(Q, \mathcal{S}^{3}\right)$ with $l$ going to $\infty$. Hence, we pass to the limit in 4.3.22) and

$$
\begin{align*}
-\int_{0}^{T} \int_{\Omega} \theta_{k} \varphi_{4}^{\prime}(t) \mathrm{d} x \mathrm{~d} t & -\int_{\Omega} \theta_{0}(x) \varphi_{4}(0) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k} \cdot \nabla \varphi_{4} \mathrm{~d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \varphi_{4} \mathrm{~d} x \mathrm{~d} t \tag{4.3.51}
\end{align*}
$$

holds for every test function $\varphi_{4} \in C_{c}^{\infty}([-\infty, T))$.
Lemma 4.3.7. The sequence $\left\{\varepsilon_{k}^{\mathbf{p}}\right\}$ is uniformly bounded in $W^{1,2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ with respect to $k$.

Proof. By Assumption 4.0.1 and the fact that the constant $C$ is independent of temperature, we get

$$
\varepsilon_{k}^{\mathbf{p}}(x, t)=\varepsilon_{k}^{\mathbf{p}}(x, 0)+\int_{0}^{t}\left(\varepsilon_{k}^{\mathbf{p}}(x, s)\right)_{s} \mathrm{~d} s
$$

Hence

$$
\left|\varepsilon_{k}^{\mathbf{p}}\right|^{2}(x, t) \leq 2\left|\varepsilon_{k}^{\mathbf{p}}\right|^{2}(x, 0)+2 t^{1 / 2} \int_{0}^{t}\left|\left(\varepsilon_{k}^{\mathbf{p}}\right)_{s}\right|^{2}(x, s) \mathrm{d} s
$$

and consequently

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega}\left|\varepsilon_{k}^{\mathbf{p}}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t & \leq 2 \int_{0}^{T} \int_{\Omega}\left|\varepsilon_{k}^{\mathbf{p}}\right|^{2}(x, 0) \mathrm{d} x \mathrm{~d} t+2 t^{1 / 2} \int_{0}^{T} \int_{\Omega} \int_{0}^{t}\left|\left(\varepsilon_{k}^{\mathbf{p}}\right)_{s}\right|^{2}(x, s) \mathrm{d} s \mathrm{~d} x \mathrm{~d} t \\
& \leq C(T)\left(1+\int_{\Omega} \int_{0}^{T}\left|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right|^{2}\right) \mathrm{d} s \mathrm{~d} x \\
& \leq C(T)\left(1+\int_{0}^{T} \int_{\Omega}\left|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right|^{2}\right) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

It follows from Lemma 4.3.2 that the right-hand side is uniformly bounded.
Lemma 4.3.8. The sequence $\left\{\boldsymbol{u}_{k}\right\}$ is uniformly bounded in $L^{2}\left(0, T, W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)\right)$ with respect to $k$.

Proof. Using the triangle inequality and the fact that the operator $\boldsymbol{D}$ is positively definite, we obtain

$$
\begin{equation*}
\left|\varepsilon\left(\boldsymbol{u}_{k}\right)\right|^{2} \leq 2\left|\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right|^{2}+2\left|\varepsilon_{k}^{\mathbf{p}}\right|^{2} \leq c\left|\boldsymbol{T}_{k}\right|^{2}+2\left|\varepsilon_{k}^{\mathbf{p}}\right|^{2} . \tag{4.3.52}
\end{equation*}
$$

Integrating over $\Omega \times(0, T)$ we get

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left|\varepsilon\left(\boldsymbol{u}_{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t & \leq c \int_{0}^{T} \int_{\Omega}\left|\boldsymbol{T}_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t+2 \int_{0}^{T} \int_{\Omega}\left|\varepsilon_{k}^{\mathbf{p}}\right|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{4.3.53}\\
& \leq c\left\|\boldsymbol{T}_{k}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}+2\left\|\varepsilon_{k}^{\mathbf{p}}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2} .
\end{align*}
$$

Due to Lemma 4.3 .2 the sequence $\left\{\boldsymbol{T}_{k}\right\}$ is uniformly bounded in $L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$. The tensor $\varepsilon\left(\boldsymbol{u}_{k}\right)$ is the symmetric gradient of displacement, thus using Korn inequality (cf. [53, Theorem $1.10]$ ) we conclude that the sequence $\left\{\boldsymbol{u}_{k}\right\}$ is uniformly bounded in $L^{2}\left(0, T, W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)\right)$.

### 4.3.5 Passing to the limit with $k$ going to $\infty$

To complete the proof we make the second limit passage in the approximate system of equations. In previous sections we have presented the uniform boundedness of solutions sequences. Hence, we have the following convergences

$$
\begin{array}{cl}
\boldsymbol{u}_{k} \rightharpoonup \boldsymbol{u} & \text { weakly in } L^{2}\left(0, T, W_{0}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)\right), \\
\boldsymbol{T}_{k} \rightharpoonup \boldsymbol{T} & \text { weakly in } L^{2}\left(Q, \mathcal{S}^{3}\right), \\
\boldsymbol{T}_{k}^{d} \rightharpoonup \boldsymbol{T}^{d} & \text { weakly in } L^{2}\left(Q, \mathcal{S}_{d}^{3}\right),  \tag{4.3.54}\\
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}\right) \rightharpoonup \boldsymbol{\chi} & \text { weakly in } L^{2}\left(Q, \mathcal{S}_{d}^{3}\right), \\
\boldsymbol{\varepsilon}_{k}^{p} \rightharpoonup \boldsymbol{\varepsilon}^{p} & \text { weakly in } L^{2}\left(Q, \mathcal{S}_{d}^{3}\right) .
\end{array}
$$

Using these convergences we make the limit passage in (4.3.24) and (4.3.26) and we get

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}: \nabla \boldsymbol{\varphi}_{1} \mathrm{~d} x \mathrm{~d} t & =0 \\
\int_{0}^{T} \int_{\Omega} \varepsilon_{t}^{\mathbf{p}}: \boldsymbol{\varphi}_{2} \mathrm{~d} x \mathrm{~d} t & =\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}: \boldsymbol{\varphi}_{2} \mathrm{~d} x \mathrm{~d} t \tag{4.3.55}
\end{align*}
$$

for $\varphi_{1} \in L^{2}\left(0, T, L^{2}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and $\varphi_{2} \in L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$.
As previously we should carefully consider the right-hand side of heat equation as a product of two weakly converging sequences. We have also problem with identification of $\boldsymbol{\chi}$.

Since the sequences $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right\}$ and $\left\{\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right\}$ are uniformly bounded in $L^{2}\left(Q, \mathcal{S}_{d}^{3}\right)$ then also the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right\}$ is uniformly bounded in $L^{1}(Q)$. Using Boccardo and Galllouët approach for Neumann boundary condition, see Chapter 2 Section 3.1, there exists a subsequence $\left\{\theta_{k}\right\}$ such that $\theta_{k} \rightharpoonup \theta$ in $L^{q}\left(0, T, W^{1, q}(\Omega)\right)$ for every $q \in\left(1, \frac{5}{4}\right)$.

Hence, it remains to identify the limit of the right-hand side of the heat equation and to identify $\boldsymbol{\chi}$. As in previous limit passage we use Theorem 4.1.4 and we prove that $\boldsymbol{\chi}=\boldsymbol{G}(\tilde{\theta}+$ $\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}$ ). The only difficulties concentrate on checking that assumption (vi) from Theorem 4.1.4 is fulfilled.

Lemma 4.3.9. The following inequality holds for the solution of approximate system

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{\tau} \int_{\Omega} \chi: \boldsymbol{T}^{d} \mathrm{~d} x \mathrm{~d} t \tag{4.3.56}
\end{equation*}
$$

for every $\tau \in(0, T)$.
Proof. For each $\mu>0, \tau \leq T-\mu, s \geq 0$, let $\psi_{\mu, \tau}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be defined by 4.3.29). Due to (4.3.40) we obtain

$$
\begin{equation*}
\int_{0}^{T} \frac{d}{d \tau} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \psi_{\mu, \tau} \mathrm{d} t=-\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{T}_{k}^{d} \psi_{\mu, \tau} \mathrm{d} x \mathrm{~d} t . \tag{4.3.57}
\end{equation*}
$$

Let us integrate by parts the left-hand side of 4.3.57)

$$
\begin{equation*}
\int_{0}^{T} \frac{d}{d \tau} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \psi_{\mu, \tau} \mathrm{d} t=\frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(t) \mathrm{d} t-\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(0) . \tag{4.3.58}
\end{equation*}
$$

Passing to the limit in 4.3.58 with $k \rightarrow \infty$ we obtain

$$
\begin{align*}
\liminf _{k \rightarrow \infty} \int_{0}^{T} \frac{d}{d \tau} & \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \psi_{\mu, \tau} \mathrm{d} t \\
& =\liminf _{k \rightarrow \infty} \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} t-\lim _{k \rightarrow \infty} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(0)  \tag{4.3.59}\\
& \geq \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon(\boldsymbol{u}), \varepsilon^{\mathbf{p}}\right) \mathrm{d} t-\mathcal{E}\left(\boldsymbol{\varepsilon}(\boldsymbol{u}), \boldsymbol{\varepsilon}^{\mathbf{p}}\right)(0) .
\end{align*}
$$

Note that the last inequality holds due to the weak lower semicontinuity in $L^{2}\left(0, T, L^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right)$.
We cannot use $\boldsymbol{u}_{t}$ as a test function because it is not regular enough with respect to time. Using the time mollifier can help us in dealing with that issue. Then $\left(\boldsymbol{u}_{t} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}$ is a proper test function to $4.3 .55{ }_{(1)}$. Further, we use $\left(\boldsymbol{T} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}$ as a test function in 4.3.55 (2). Hence

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \boldsymbol{T}:\left(\varepsilon(\boldsymbol{u})_{t} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=0 \\
& \quad \int_{0}^{T} \int_{\Omega} \varepsilon_{t}^{\mathbf{p}}:\left(\boldsymbol{T} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \chi:\left(\boldsymbol{T} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t \tag{4.3.60}
\end{align*}
$$

and then

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}: \varepsilon(\boldsymbol{u})_{t} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=0, \\
& \quad \int_{t_{1}}^{t_{2}} \int_{\Omega} \varepsilon_{t}^{\mathrm{p}} * \eta_{\epsilon}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=\int_{t_{1}}^{t_{2}} \int_{\Omega} \chi * \eta_{\epsilon}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{4.3.61}
\end{align*}
$$

Subtracting 4.3.61 (1) and 4.3.61 (2) we get

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left(\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right) * \eta_{\epsilon}\right)_{t} \mathrm{~d} x \mathrm{~d} t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{\chi} * \eta_{\epsilon}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t \tag{4.3.62}
\end{equation*}
$$

and then

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left.\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) * \eta_{\epsilon} \mathrm{d} x\right|_{t_{1}} ^{t_{2}}=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \chi * \eta_{\epsilon}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{4.3.63}
\end{equation*}
$$

Since $\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}$ belongs to $L^{\infty}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ and $\boldsymbol{\chi}, \boldsymbol{T}$ belongs to $L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ we may pass to limit with $\epsilon$ going to 0 for a.a. $t_{1}, t_{2} \in(0, T)$

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{T}:\left.\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) \mathrm{d} x\right|_{t_{1}} ^{t_{2}}=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \chi: \boldsymbol{T} \mathrm{d} x \mathrm{~d} t \tag{4.3.64}
\end{equation*}
$$

Using the same argumentation as in Lemma 4.3 .6 we may pass to the limit $t_{1} \rightarrow 0$. Finally, repeating the reasoning with function $\psi_{\mu, \tau}$ we complete the proof.

By Theorem 4.1.4 we improve convergence from (4.3.54) to

$$
\begin{array}{cl}
\boldsymbol{u}_{k} \rightarrow \boldsymbol{u} & \text { in } L^{2}\left(0, T, W_{0}^{1,2}(\Omega)\right), \\
\boldsymbol{T}_{k} \rightarrow \boldsymbol{T} & \text { in } L^{2}\left(Q, \mathcal{S}^{3}\right), \\
\boldsymbol{T}_{k}^{d} \rightarrow \boldsymbol{T}^{d} & \text { in } L^{2}\left(Q, \mathcal{S}_{d}^{3}\right),  \tag{4.3.65}\\
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \rightarrow \boldsymbol{G}(\theta, \boldsymbol{T}) & \text { in } L^{2}\left(Q, \mathcal{S}_{d}^{3}\right), \\
\boldsymbol{\varepsilon}_{k}^{\mathrm{p}} \rightarrow \boldsymbol{\varepsilon}^{\mathbf{p}} & \text { in } W^{1,2}\left(0, T, L^{2}(\Omega)\right) .
\end{array}
$$

Additionally, we have $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \rightarrow \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right)$ in $L^{1}(Q)$. Using these convergences we pass to the limit in 4.3.24, 4.3.26) and 4.3.51 with $k$ going to $\infty$, we obtain

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \boldsymbol{D}\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right): \nabla \boldsymbol{\varphi}_{1} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi}_{1} \mathrm{~d} x \mathrm{~d} t, \\
& \int_{0}^{T} \int_{\Omega} \boldsymbol{\varepsilon}_{t}^{\mathrm{p}}: \boldsymbol{\varphi}_{2} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right): \boldsymbol{\varphi}_{2} \mathrm{~d} x \mathrm{~d} t, \\
& -\int_{0}^{T} \int_{\Omega} \theta\left(\varphi_{3}\right)_{t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} \theta_{0}(x) \varphi_{3}(0, x) \mathrm{d} x  \tag{4.3.66}\\
& +\int_{0}^{T} \int_{\Omega} \nabla \theta \cdot \nabla \varphi_{3} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega}\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) \varphi_{3} \mathrm{~d} x \mathrm{~d} t,
\end{align*}
$$

for $\varphi_{1} \in L^{2}\left(0, T, L^{2}\left(\Omega, \mathbb{R}^{3}\right)\right), \varphi_{2} \in L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ and $\varphi_{3} \in C_{c}^{\infty}\left(0, T, C^{\infty}(\Omega)\right)$.

## Chapter 5

## Norton-Hoff-type models

The subject of this chapter is to present the existence theorem for models of Norton-Hoff-type hardening rule. This class of models is a natural extension of the Mróz model. We generalize the assumption on constitutive function in two ways. Firstly, we allow the $p$-growth instead of linear growth in Mróz model. Moreover, the visco-elastic constitutive function $\boldsymbol{G}$ is merely monotone and may fail to be strictly monotone. These two changes imply application of other techniques.

Let us assume that $\Omega \subset \mathbb{R}^{3}$ is an open bounded set with a $C^{2}$ boundary and moreover, the body is homogeneous in space. Then we may formulate the assumptions on constitutive function describing the Norton-Hoff-types models.

Assumption 5.0.1. The function $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)$ is continuous with respect to $\theta$ and $\boldsymbol{T}^{d}$ and for $p \geq 2$ satisfies the following conditions:
a) $\left(\boldsymbol{G}\left(\theta, \boldsymbol{T}_{1}^{d}\right)-\boldsymbol{G}\left(\theta, \boldsymbol{T}_{2}^{d}\right)\right):\left(\boldsymbol{T}_{1}^{d}-\boldsymbol{T}_{2}^{d}\right) \geq 0$, for all $\boldsymbol{T}_{1}^{d}, \boldsymbol{T}_{2}^{d} \in \mathcal{S}_{d}^{3}$ and $\theta \in \mathbb{R}_{+}$;
b) $\left|\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)\right| \leq C\left(1+\left|\boldsymbol{T}^{d}\right|\right)^{p-1}$, where $\boldsymbol{T}^{d} \in \mathcal{S}_{d}^{3}, \theta \in \mathbb{R}_{+}$;
c) $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d} \geq \beta\left|\boldsymbol{T}^{d}\right|^{p}$, where $\boldsymbol{T}^{d} \in \mathcal{S}_{d}^{3}, \theta \in \mathbb{R}_{+}$,
where $C$ and $\beta$ are positive constants, independent of the temperature $\theta$.
Motivation for current considerations were the results of Alber and Chełmiński [3] and of Hömberg [43]. In [3] the authors considered the quasi-static visco-elasticity models with NortonHoff constitutive function

$$
\begin{equation*}
\boldsymbol{G}(\boldsymbol{T})=c|\boldsymbol{T}|^{p-2} \boldsymbol{T}, \tag{5.0.1}
\end{equation*}
$$

with $p>2$. The parameter $c$ was a positive constant.The idea of proof in [3 was to formulate the problem in a way that it fits to the abstract theory of maximal monotone operators, cf. [10].

In the contrast to [3] we include thermal effects of the process. As we mentioned at the beginning of this dissertation we consider materials without thermal expansion. Hence, thermal effects appear only in the form of additional equation on heat conductivity and by taking into account the dependency of the constitutive function $\boldsymbol{G}(\cdot, \cdot)$ on the temperature. This dependence, i.e. the dependence of $\boldsymbol{G}(\cdot, \cdot)$ on temperature, destroys the monotone character of the model and it requires different approach. Moreover, in our case the function $\boldsymbol{G}$ depends only on deviatoric part of Cauchy stress tensor and it has technical consequences. Contrary to the proof of Alber and Chełmiński, where they showed that $\boldsymbol{T}$ belongs to $L^{p}\left(0, T, L^{p}\left(\Omega, \mathcal{S}^{3}\right)\right)$ for $p \geq 2$, the estimates conducted in the present situation provide us only with the fact that $\boldsymbol{T}$ belongs to $L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$.

In 43 Hömberg considered more general physical phenomena. Besides deformations and temperature Hömberg was interested in electro-magnetic effects and concentrations of different
phases of material. Changes of temperature have got the influence on concentrations. This dependency was prescribed by a general operator $P[\cdot]$, which has got good properties. Visco-elastic constitutive functions depend on these concentrations instead of temperature. This assumption and linear dependency between function $\boldsymbol{G}$ and deviatoric part of Cauchy stress tensor (Mróz model) implied that there are no problems with nonlinearities. The similarities between Hömberg's paper and our result lie in the construction of approximated problem (truncation of the terms that are only integrable) and in the approach used in order to deal with right-hand side of heat equation. Nevertheless, because of the different structure of the problem, Hömberg could show strong convergence of approximated sequence of the Cauchy stress tensor. For the concept of showing this strong convergence let us observe that in the case of linear Mróz relation, and in fact also in the case of Norton-Hoff relation (5.0.1), the stronger condition than monotonicity holds, namely the uniform monotonicity condition

$$
\begin{equation*}
\left.\boldsymbol{G}\left(\theta, \boldsymbol{T}_{1}^{d}\right)-\boldsymbol{G}\left(\theta, \boldsymbol{T}_{2}^{d}\right)\right):\left(\boldsymbol{T}_{1}^{d}-\boldsymbol{T}_{2}^{d}\right) \geq c\left|\boldsymbol{T}_{1}^{d}-\boldsymbol{T}_{2}^{d}\right|^{p}, \tag{5.0.2}
\end{equation*}
$$

for all $\boldsymbol{T}_{1}^{d}, \boldsymbol{T}_{2}^{d} \in \mathcal{S}_{d}^{3}$ and $\theta \in \mathbb{R}_{+}$. For the proof see e.g. 53].
Results presented in this Chapter come from [32]. Here, we skip some details which are analogous to the one used in Chapter 4. The following chapter is organized as follows: Section 5.1 is dedicated to definition of solution and formulation of main Theorem. In Section 5.2 we show the proof of this theorem. In a few places the proof goes in the same way as for Mróz model. Therefore, minor details are omitted.

### 5.1 Formulation of the problem

Definition 5.1.1 (Solution to Norton-Hoff-type model). Let $p \geq 2, q<\frac{5}{4}$ and $p^{\prime}=p /(p-1)$. The triple of functions

$$
\begin{aligned}
& \boldsymbol{u} \in L^{p^{\prime}}\left(0, T, W_{\boldsymbol{g}}^{1, p^{\prime}}\left(\Omega, \mathbb{R}^{3}\right)\right) \\
& \boldsymbol{T} \in L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)
\end{aligned}
$$

and

$$
\theta \in L^{q}\left(0, T, W^{1, q}(\Omega)\right) \cap C\left([0, T], W^{-2,2}(\Omega)\right)
$$

is a weak solution to the system 1.2.2) if

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \tag{5.1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{T}=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right), \tag{5.1.2}
\end{equation*}
$$

and

$$
\begin{align*}
& -\int_{0}^{T} \int_{\Omega} \theta \phi_{t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} \theta_{0}(x) \phi(0, x) \mathrm{d} x  \tag{5.1.3}\\
& \quad+\int_{0}^{T} \int_{\Omega} \nabla \theta \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t-\int_{0}^{T} \int_{\partial \Omega} g_{\theta} \phi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{T}^{d}: \boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right) \phi \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

holds for every test function $\varphi \in C^{\infty}\left([0, T], C_{c}^{\infty}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and $\phi \in C_{c}^{\infty}\left([-\infty, T), C^{\infty}(\Omega)\right)$. Furthermore, the visco-elastic strain tensor can be recovered from the equation on its evolution, i.e.

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{\mathbf{p}}(x, t)=\varepsilon_{0}^{\mathbf{p}}(x)+\int_{0}^{t} \boldsymbol{G}\left(\theta(x, \tau), \boldsymbol{T}^{d}(x, \tau)\right) \mathrm{d} \tau \tag{5.1.4}
\end{equation*}
$$

for a.e. $x \in \Omega$ and $t \in[0, T)$. Moreover, $\varepsilon^{\mathbf{p}} \in W^{1, p^{\prime}}\left(0, T, L^{p^{\prime}}\left(\Omega, \mathcal{S}_{d}^{3}\right)\right)$.

Theorem 5.1.1. Let $p \geq 2$ and let initial conditions satisfy $\theta_{0} \in L^{1}(\Omega), \varepsilon_{0}^{\mathbf{p}} \in L^{2}\left(\Omega, \mathcal{S}_{d}^{3}\right)$, boundary conditions satisfy $\boldsymbol{g} \in L^{p}\left(0, T, W^{1-\frac{1}{p}, p}\left(\partial \Omega, \mathbb{R}^{3}\right)\right)$, $g_{\theta} \in L^{2}\left(0, T, L^{2}(\partial \Omega)\right)$ and volume force $\boldsymbol{f} \in L^{p}\left(0, T, W^{-1, p}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and function $\boldsymbol{G}(\cdot, \cdot)$ satisfy the Assumption 5.0.1. Then there exists a weak solution to system 1.2 .2 .

### 5.2 Proof of Theorem 5.1.1

The proof of Theorem 5.1.1 is similar to the proof of Theorem 4.2.1. We point out the differences of these proofs. Differences between assumptions on Norton-Hoff-type models and Mróz models appear in: non-strictly monotone condition with respect to the second variable and $p$-growth condition of function with respect to second variable. We do not use Young measures tools in the proof, since non-strictly monotone condition with respect to second variable is not sufficient to show that the Young measure reduces to a Dirac measure. Thus, we use Minty-Browder trick to deal with this issue.

In Section 5.2 .1 we present transformation into homoguouens boundary-value problem and the energy estimates of approximate solutions. Section 5.2 .2 and Section 5.2.3 are dedicated to limit passage with approximation parameters.

### 5.2.1 Energy estimates

Using the same argumentation as in Chapter 4, see Lemma 4.3.1, we can transform the system into homogenoues boundary value problem and then using results discussed in Chapter 2 we construct the approximate systems of equations.

Now, we show the uniform boundedness of approximate solutions. As in the case of Mróz model, the uniform estimates are the consequences of finite energy of the system. Estimates for potential energy are similar to previous ones.

Lemma 5.2.1. There exists a constant $C$ which is uniform with respect to $k$ and $l$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right)(t)+c\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{p}\left(0, T, L^{p}(\Omega)\right)}^{p} \leq C \tag{5.2.1}
\end{equation*}
$$

Proof. Let us start the proof in the same way as proof of Lemma 4.3.2. Since the potential energy is absolutely continuous function, we calculate time derivative of $\mathcal{E}(t)$ and then after simple calculation we obtain

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right)=-\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \tag{5.2.2}
\end{equation*}
$$

Using growth condition of function $\boldsymbol{G}$, Hölder inequality and Young inequality we get

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right)= & -\int_{\Omega}\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \\
& +\int_{\Omega} \tilde{\boldsymbol{T}}^{d}: \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \\
\leq & -\beta\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{p}(\Omega)}^{p}+\left\|\tilde{\boldsymbol{T}}^{d}\right\|_{L^{p}(\Omega)}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{p^{\prime}}(\Omega)} \\
\leq & -\beta\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{p}(\Omega)}^{p}+c(\epsilon)\left\|\tilde{\boldsymbol{T}}^{d}\right\|_{L^{p}(\Omega)}^{p}+\epsilon\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{p^{\prime}(\Omega)}}^{p^{\prime}} \tag{5.2.3}
\end{align*}
$$

where $\epsilon=\frac{\beta}{2^{p} C p^{p^{\prime}}}$. A constant $C$ comes from Assumption 5.0.1. Hence, by the Jensen inequality, the last term may be estimated as follows

$$
\begin{align*}
\epsilon\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}\right)\right\|_{L^{p^{\prime}}(\Omega)}^{p^{\prime}} & \leq C^{p^{\prime}} \epsilon \int_{\Omega}\left(1+\left|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right|\right)^{p^{\prime}(p-1)} \mathrm{d} x \\
& \leq C^{p^{\prime}} \epsilon \int_{\Omega}\left(1+\left|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right|\right)^{p} \mathrm{~d} x  \tag{5.2.4}\\
& \leq C^{p^{\prime}} 2^{p-1} \epsilon\left(|\Omega|+\left\|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\|_{L^{p}(\Omega)}^{p}\right) \\
& \leq \frac{\beta}{2}|\Omega|+\frac{\beta}{2}\left\|\boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}\right\|_{L^{p}(\Omega)}^{p} .
\end{align*}
$$

To finish the proof we integrate (5.2.3) over time interval $(0, t)$, with $0 \leq t \leq T$ and we get

$$
\begin{align*}
\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right)(t) & +\frac{\beta}{2}\left\|\boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}\right\|_{L^{p}\left(0, T, L^{p}(\Omega)\right)}^{p} \\
& \leq c(\epsilon)\left\|\tilde{\boldsymbol{T}}^{d}\right\|_{L^{p}\left(0, T, L^{p}(\Omega)\right)}^{p}+\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right)(0)+\frac{\beta}{2} t|\Omega| . \tag{5.2.5}
\end{align*}
$$

Remark. From Lemma 5.2.1 we immediately notice that the sequence $\left\{\boldsymbol{T}_{k, l}^{d}\right\}$ is uniformly bounded in the space $L^{p}\left(Q, \mathcal{S}_{d}^{3}\right)$ with respect to $k$ and $l$. Additionally, combining Assumption 5.0.1 with Lemma 5.2.1 we conclude the uniform boundedness of the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ in the space $L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right)$. Summing up, we obtain the uniform boundedness of the sequence $\left\{\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right.$ : $\left.\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ in $L^{1}(Q)$.
Remark. The uniform boundedness of the potential energy implies that the sequence $\left\{\boldsymbol{T}_{k, l}\right\}$ is uniformly bounded in $L^{\infty}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ and in particular in $L^{2}\left(Q, \mathcal{S}_{d}^{3}\right)$.

As a consequence of Lemma 5.2 .1 we may observe that the regularity with respect to spatial variable of Cauchy stress tensor and its deviatoric part are significantly different. Deviatoric part of Cauchy stress tensor has higher integrability. We point this out, because it causes main changes in the proof of Theorem 5.1.1 in comparison with proof of Theorem 4.2.1.
Lemma 5.2.2. The sequence $\left\{\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}\right\}$ is uniformly bounded in $L^{p^{\prime}}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right)$ with respect to $l$.

The proof of this lemma is similar to the proof of Lemma 4.3.3. The only difference is that we should use the Hölder inequality with $p$ and $p^{\prime}$ instead of 2 .

Next lemmas are the same as in previous chapter. The regularity of product $\left\{\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right.$ : $\left.\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ is the same as for Mróz model. Different assumptions on function $\boldsymbol{G}(\cdot, \cdot)$ in Mróz and Norton-Hoff-type models do not affect temperature results. To see these proofs we refer the reader to Chapter 4.
Lemma 5.2.3. The sequence $\left\{\theta_{k, l}\right\}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$ with respect to $k$ and $l$.
Lemma 5.2.4. There exists a constant $C$, depending on the domain $\Omega$ and the time interval $(0, T)$, such that for every $k \in \mathbb{N}$

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\left\|\theta_{k, l}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\theta_{k, l}\right\|_{L^{2}\left(0, T, W^{1,2}(\Omega)\right)}^{2}+\left\|\left(\theta_{k, l}\right) t\right\|_{L^{2}\left(0, T, W^{-1,2}(\Omega)\right)}^{2} \\
& \leq C\left(\left\|\mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right)\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}+\left\|\mathcal{T}_{k}\left(\theta_{0}\right)\right\|_{L^{2}(\Omega)}^{2}\right) \tag{5.2.6}
\end{align*}
$$

Remark. The uniform boundedness of solutions implies the global existence of approximate solutions, i.e. existence of solutions $\left\{\alpha_{k, l}^{n}(t), \beta_{k, l}^{m}(t), \gamma_{k, l}^{n}(t), \delta_{k, l}^{m}(t)\right\}$ on the whole time interval $[0, T]$ for each $n=1, \ldots, k$ and $m=1, \ldots, l$.

### 5.2.2 Limit passage $l \rightarrow \infty$ and uniform estimates.

Let us multiply the system (2.2.8) by smooth time-dependent functions, integrate over $[0, T]$ and then rewrite the system as follows

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}_{k, l}: \nabla \boldsymbol{w}_{n} \varphi_{1}(t) \mathrm{d} x \mathrm{~d} t=0, \quad n=1, \ldots, k \tag{5.2.7}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} & : \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t, \quad n=1, \ldots, k, \\
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} & : \boldsymbol{D}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t  \tag{5.2.8}\\
& =\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t, \quad m=1, \ldots, l,
\end{align*}
$$

and for $m=1, \ldots, l$

$$
\begin{align*}
-\int_{0}^{T} \int_{\Omega} \theta_{k, l} \varphi_{4}^{\prime}(t) v_{m} \mathrm{~d} x \mathrm{~d} t & -\int_{\Omega} \theta_{0}(x) \varphi_{4}(0) v_{m} \mathrm{~d} x+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k, l} \cdot \varphi_{4}(t) \nabla v_{m} \mathrm{~d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \varphi_{4}(t) v_{m} \mathrm{~d} x \mathrm{~d} t \tag{5.2.9}
\end{align*}
$$

holds for every test function $\varphi_{1}, \varphi_{2}, \varphi_{3} \in C^{\infty}([0, T])$ and $\varphi_{4} \in C_{c}^{\infty}([-\infty, T))$.
Firstly, we pass to the limit with approximation parameter for temperature. In previous section we proved uniform boundedness with respect to $l$ for appropriate sequences. Then, at least for a subsequence, but still denoted by the index $l$, we get the following convergences

$$
\begin{array}{cl}
\boldsymbol{T}_{k, l} \rightharpoonup \boldsymbol{T}_{k} & \text { weakly in } L^{2}\left(Q, \mathcal{S}^{3}\right), \\
\boldsymbol{T}_{k, l}^{d} \rightharpoonup \boldsymbol{T}_{k}^{d} & \text { weakly in } L^{p}\left(Q, \mathcal{S}_{d}^{3}\right), \\
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \boldsymbol{T}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \rightharpoonup \boldsymbol{\chi}_{k} & \text { weakly in } L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right),  \tag{5.2.10}\\
\theta_{k, l} \rightharpoonup \theta_{k} & \text { weakly in } L^{2}\left(0, T, W^{1,2}(\Omega)\right), \\
\theta_{k, l} \rightarrow \theta_{k} & \text { a.e. in } Q, \\
\left(\varepsilon_{k, l}^{\mathrm{p}}\right) \text {, } \rightharpoonup\left(\varepsilon_{k}^{\mathrm{p}}\right)_{t} & \text { weakly in } L^{p^{\prime}}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right) .
\end{array}
$$

Passing now to the limit in 5.2.7)-5.2.8 yields

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}_{k}: \nabla \boldsymbol{w}_{n} \varphi_{1}(t) \mathrm{d} x \mathrm{~d} t=0, \quad n=1, \ldots, k \tag{5.2.11}
\end{equation*}
$$

and

$$
\begin{array}{r}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{D} \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t, \quad n=1, \ldots, k \\
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{D} \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t, \quad m \in \mathbb{N} \tag{5.2.12}
\end{array}
$$

holds for every test function $\varphi_{1}, \varphi_{2}, \varphi_{3} \in C^{\infty}([0, T])$. Basis functions $\operatorname{lin}\left\{\boldsymbol{\zeta}_{m}^{k}\right\}_{m=1}^{\infty}$ are dense in $L^{p}\left(\Omega, \mathcal{S}^{3}\right)$, hence we conclude that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \varphi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \chi_{k}: \varphi \mathrm{d} x \mathrm{~d} t \tag{5.2.13}
\end{equation*}
$$

holds for all $\varphi \in C^{\infty}\left([0, T], L^{p}\left(\Omega, \mathcal{S}^{3}\right)\right)$ and then also for all $\varphi \in L^{p}\left(Q, \mathcal{S}^{3}\right)$.
The remaining part of this section is dedicated to identification of weak limit of the nonlinear term $\chi_{k}$ and showing the convergence of right-hand side of heat equation (5.2.9). As previously $\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)$ is a product of two weakly convergent sequences. The same problem was considered for Mróz model. Since we have different monotone condition on function $\boldsymbol{G}(\cdot, \cdot)$, we do not use Young measures to identify the nonlinear term.

Our idea is to solve this problem in three steps method. The first step is to show the limiting inequality as in Lemma 4.3.6. The second one is to identify the weak limit $\chi_{k}$ by usage of Minty-Browder trick. And finally, we prove the weak convergence of the product $\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)$ : $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)$.

Step 1. Limiting inequality.
Lemma 5.2.5. The following inequality holds for the solution of approximate system

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \int_{0}^{t} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{t} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t . \tag{5.2.14}
\end{equation*}
$$

Proof of this lemma is the same as of Lemma 4.3.6. The only difference in the proof is to pass to the limit with convolution in $L^{p}$ space instead of $L^{2}$ space. Hence, we can omit this proof and refer the reader to the proof of 4.3.6.

Step 2. Minty-Browder trick
From the monotonicity condition of the function $\boldsymbol{G}(\cdot, \cdot)$ we obtain

$$
\begin{align*}
& \int_{\Omega}\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}^{d}\right) \mathrm{d} x \geq 0  \tag{5.2.15}\\
& \forall \boldsymbol{W}^{d} \in L^{p}\left(Q, \mathcal{S}_{d}^{3}\right) .
\end{align*}
$$

Hence

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): & \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{W}^{d} \mathrm{~d} x \mathrm{~d} t \\
& -\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq 0 . \tag{5.2.16}
\end{align*}
$$

Our goal is to pass to the limit with $l \rightarrow \infty$ in (5.2.16). Limit of the first term comes from Lemma 5.2.5. There is no problem with limit passage in the second term since $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \rightharpoonup \boldsymbol{\chi}_{k}$ in $L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right)$. It remains to consider the last term from 5.2.16.

The pointwise convergence of $\left\{\theta_{k, l}\right\}$ implies the pointwise convergence of $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\right.\right.$ $\left.\left.\boldsymbol{W}^{d}\right)\right\}$ to $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\}$. The function $\left|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right|^{p-1}$ belongs to $L^{p^{\prime}}(Q)$, hence the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\}$ is uniformly bounded in $L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right)$. By Lebesgue's dominated
convergence theorem we obtain that $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right) \rightarrow \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)$ in $L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right)$ for every $\boldsymbol{W}^{d} \in L^{p}\left(Q, \mathcal{S}_{d}^{3}\right)$. Letting $l \rightarrow \infty$ in (5.2.16), we get

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right):\left(\boldsymbol{T}_{k}^{d}-\boldsymbol{W}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq 0 \quad \forall \boldsymbol{W}^{d} \in L^{p}\left(Q, \mathcal{S}_{d}^{3}\right) . \tag{5.2.17}
\end{equation*}
$$

Let us take $\boldsymbol{W}^{d}=\boldsymbol{T}_{k}^{d}-\lambda \boldsymbol{U}^{d}$, where $\boldsymbol{U}^{d} \in L^{p}\left(Q, \mathcal{S}_{d}^{3}\right)$ and $\lambda>0$. Then we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}-\lambda \boldsymbol{U}^{d}\right)\right):\left(\lambda \boldsymbol{U}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq 0 \quad \forall \boldsymbol{U}^{d} \in L^{p}\left(Q, \mathcal{S}_{d}^{3}\right) \tag{5.2.18}
\end{equation*}
$$

Hence, dividing by $\lambda$, we get

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\chi_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}-\lambda \boldsymbol{U}^{d}\right)\right): \boldsymbol{U}^{d} \mathrm{~d} x \mathrm{~d} t \geq 0 \quad \forall \boldsymbol{U}^{d} \in L^{p}\left(Q, \mathcal{S}_{d}^{3}\right) \tag{5.2.19}
\end{equation*}
$$

Letting $\lambda \rightarrow 0$ we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right): \boldsymbol{U}^{d} \mathrm{~d} x \mathrm{~d} t \geq 0 \quad \forall \boldsymbol{U}^{d} \in L^{p}\left(0, T, L^{p}\left(Q, \mathcal{S}_{d}^{3}\right)\right. \tag{5.2.20}
\end{equation*}
$$

Repeating the reasoning with negative $\lambda$ we obtain the opposite inequality. Hence

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right): \boldsymbol{U}^{d} \mathrm{~d} x \mathrm{~d} t=0 \quad \forall \boldsymbol{U}^{d} \in L^{p}\left(Q, \mathcal{S}_{d}^{3}\right) \tag{5.2.21}
\end{equation*}
$$

Thus implies

$$
\begin{equation*}
\boldsymbol{\chi}_{k}=\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \quad \text { a.e. in } Q . \tag{5.2.22}
\end{equation*}
$$

Consequently for every $k \in \mathbb{N}$

$$
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \rightharpoonup \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)
$$

in $L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right)$ as $l \rightarrow \infty$.
Step 3. Limit of the right-hand side of heat equation.
Lemma 5.2.6. For each $k \in \mathbb{N}$ it holds

$$
\begin{align*}
& \lim _{l \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \mathrm{~d} t \\
&=\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t \tag{5.2.23}
\end{align*}
$$

Proof. Using monotonicity of the function $\boldsymbol{G}(\cdot, \cdot)$

$$
\begin{align*}
0 & \leq \int_{0}^{T} \int_{\Omega}\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega}\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} x \mathrm{~d} t \tag{5.2.24}
\end{align*}
$$

Passing with $l$ to $\infty$ we get that the second term from right-hand side of (5.2.24) converges to zero. Furthermore, using Lemma 5.2.5 we obtain

$$
\begin{align*}
0 \leq & \limsup _{l \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}+\tilde{\boldsymbol{T}}^{d}-\tilde{\boldsymbol{T}}^{d}-\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t \\
= & \limsup _{l \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \mathrm{~d} t  \tag{5.2.25}\\
& -\lim _{l \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t \leq 0 .
\end{align*}
$$

Hence

$$
\begin{aligned}
\lim _{l \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}\right. & \left., \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \mathrm{~d} t \\
& =\lim _{l \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

which completes the proof.
After three steps method we may pass to the limit in the heat equation, namely for all $\varphi_{4} \in C^{\infty}([-\infty, T] \times \Omega)$ we obtain

$$
\begin{align*}
-\int_{0}^{T} \int_{\Omega} \theta_{k}\left(\varphi_{4}\right)_{t} \mathrm{~d} x \mathrm{~d} t & -\int_{\Omega} \theta_{k}(x, 0) \varphi_{4}(x, 0) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k} \cdot \nabla \varphi_{4} \mathrm{~d} x \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \varphi_{4} \mathrm{~d} x \mathrm{~d} t \tag{5.2.26}
\end{align*}
$$

Next two lemmas are similar to Lemmas 4.3.7 and 4.3.8. We omit its proofs but we should mention that it is crucial that $p \geq 2$.
Lemma 5.2.7. The sequence $\left\{\varepsilon_{k}^{\mathbf{p}}\right\}$ is uniformly bounded in $W^{1, p^{\prime}}\left(0, T, L^{p^{\prime}}\left(\Omega, \mathcal{S}^{3}\right)\right)$ with respect to $k$.
Lemma 5.2.8. The sequence $\left\{\boldsymbol{u}_{k}\right\}$ is uniformly bounded in $L^{p^{\prime}}\left(0, T, W_{0}^{1, p^{\prime}}\left(\Omega, \mathbb{R}^{3}\right)\right)$ with respect to $k$.

### 5.2.3 Limit passage $k \rightarrow \infty$

We start the second limit passage with considerations on the temperature sequence. Uniform boundedness of sequence $\left\{\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right\}$ in $L^{1}(Q)$ allows us to use the Boccardo and Gallouët approach, see Chapter 2 Section 3.1. We obtain that there exists a subsequence $\left\{\theta_{k}\right\}$ such that for each $1<q<\frac{5}{4}$ :

$$
\begin{equation*}
\theta_{k} \rightharpoonup \theta \text { weakly in } L^{q}\left(0, T, W^{1, q}(\Omega)\right) \tag{5.2.27}
\end{equation*}
$$

Furthermore, uniform estimates from the previous sections imply that the following convergences hold

$$
\begin{array}{cl}
\theta_{k} \rightarrow \theta & \text { a.e. in } Q, \\
\boldsymbol{u}_{k} \rightharpoonup \boldsymbol{u} & \text { weakly in } L^{p^{\prime}}\left(0, T, W_{0}^{1, p^{\prime}}\left(\Omega, \mathbb{R}^{3}\right)\right), \\
\boldsymbol{T}_{k} \rightharpoonup \boldsymbol{T} & \text { weakly in } L^{2}\left(Q, \mathcal{S}^{3}\right), \\
\boldsymbol{T}_{k}^{d} \rightharpoonup \boldsymbol{T}^{d} & \text { weakly in } L^{p}\left(Q, \mathcal{S}_{d}^{3}\right),  \tag{5.2.28}\\
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \rightharpoonup \chi & \text { weakly in } L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right), \\
\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t} \rightharpoonup\left(\varepsilon^{\mathbf{P}}\right)_{t} & \text { weakly in } L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right) .
\end{array}
$$

Consequently, passing to the limit with $k \rightarrow \infty$ in (5.2.11), (5.2.13) we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t=0 \tag{5.2.29}
\end{equation*}
$$

for all $\boldsymbol{\varphi} \in C^{\infty}\left([0, T], L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ and then also for all $\boldsymbol{\varphi} \in L^{2}\left(Q, \mathcal{S}^{3}\right)$, and

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon^{\mathbf{p}}\right)_{t}: \boldsymbol{\psi} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}: \boldsymbol{\psi} \mathrm{d} x \mathrm{~d} t \tag{5.2.30}
\end{equation*}
$$

for all $\boldsymbol{\psi} \in L^{p}\left(Q, \mathcal{S}^{3}\right)$.
We use three steps method to characterize $\boldsymbol{\chi}$ and to identify weak limit of right-hand side of 5.2 .26 . Now, it is very important to carefully consider the first step. There appear some difficulties in the limiting inequality and we cannot obtain it by the same argumentation as in Lemma 4.3.6.

Lemma 5.2.9. The following inequality holds for the solution of approximate systems

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \int_{0}^{t_{2}} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{t_{2}} \int_{\Omega} \boldsymbol{\chi}: \boldsymbol{T}^{d} \mathrm{~d} x \mathrm{~d} t \tag{5.2.31}
\end{equation*}
$$

Proof. Due to (5.2.22) we can rewrite 4.3.40 as follows

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)=-\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{T}_{k}^{d} \mathrm{~d} x \tag{5.2.32}
\end{equation*}
$$

We multiply the above identity by $\psi_{\mu, \tau}$ given by formula 4.3.29) and integrate over $(0, T)$. Passing to the limit $k \rightarrow \infty$ we proceed in the same manner as in the proof of Lemma 4.3.9 and we obtain

$$
\begin{align*}
\liminf _{k \rightarrow \infty} \int_{0}^{T} \frac{d}{d \tau} & \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \psi_{\mu, \tau} \mathrm{d} t \\
& =\liminf _{k \rightarrow \infty} \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} t-\lim _{k \rightarrow \infty} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(0)  \tag{5.2.33}\\
& \geq \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(t) \mathrm{d} t-\mathcal{E}\left(\boldsymbol{\varepsilon}(\boldsymbol{u}), \boldsymbol{\varepsilon}^{\mathbf{p}}\right)(0)
\end{align*}
$$

For the final step of the proof we need to show that the energy equality holds. Proceeding similarly as in previous limit passage, we shall use as a test function $\boldsymbol{u}_{t}$ mollified with respect to time. Now, we cannot do this, because of low regularity of $\boldsymbol{u}$ with respect to space ( $p^{\prime}<2$ ). Therefore, we proceed differently. We use an approximate sequence as a test function in the limit identity (5.2.29). For $\boldsymbol{u}_{k}$ we do not have a problem with spatial regularity, because it is a finite combination of basis functions. Hence, we take in 5.2.29 the test function $\varphi=$ $\left.\left(\boldsymbol{u}_{k} * \eta_{\epsilon}\right)_{t} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}$, where again $\eta_{\epsilon}$ is a standard mollifier and we mollify with respect to time

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right) * \eta_{\epsilon}:\left(\varepsilon\left(\boldsymbol{u}_{k}\right) * \eta_{\epsilon}\right)_{t} \mathrm{~d} x \mathrm{~d} t=0 \tag{5.2.34}
\end{equation*}
$$

To complete the calculations, we use $\boldsymbol{\psi}=\left(\left(\boldsymbol{T}^{d} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}\right.$ as a test function in 5.2.13). Having (5.2.22) in mind, we obtain

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}} * \eta_{\epsilon}\right)_{t}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) * \eta_{\epsilon}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{5.2.35}
\end{equation*}
$$

Products in 5.2.35 are well defined, since for the matrices $\boldsymbol{A} \in \mathcal{S}_{d}^{3}$ and $\boldsymbol{B} \in \mathcal{S}^{3}$ the equivalence $\boldsymbol{A}: \boldsymbol{B}^{d}=\boldsymbol{A}: \boldsymbol{B}$ holds and tensor $\boldsymbol{T}^{d}$ belongs to $L^{p}\left(Q, \mathcal{S}_{d}^{3}\right)$. Subtracting (5.2.35) from (5.2.34) we get

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right)_{t} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) * \eta_{\epsilon}: \boldsymbol{T}^{d} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{5.2.36}
\end{equation*}
$$

For every $\epsilon>0$ the sequence $\left\{\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathrm{p}}\right)_{t} * \eta_{\epsilon}\right\}$ belongs to $L^{2}\left(Q, \mathcal{S}_{d}^{3}\right)$ and is uniformly bounded in $L^{2}\left(Q, \mathcal{S}_{d}^{3}\right)$. Moreover, $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) * \eta_{\epsilon}\right\}$ belongs to $L^{p^{\prime}}\left(Q, \mathcal{S}_{d}^{3}\right)$ and is uniformly bounded in this space. Hence, we pass to the limit with $k \rightarrow \infty$

$$
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right)_{t} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{\chi} * \eta_{\epsilon}: \boldsymbol{T}^{d} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t
$$

Using the properties of convolution we get

$$
\int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left.\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) * \eta_{\epsilon} \mathrm{d} x\right|_{t_{1}} ^{t_{2}}=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \chi * \eta_{\epsilon}: \boldsymbol{T}^{d} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t
$$

and finally by passing to the limit with $\epsilon \rightarrow 0$ and then with $t_{1} \rightarrow 0$

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right):\left.\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) \mathrm{d} x\right|_{0} ^{t_{2}}=-\int_{0}^{t_{2}} \int_{\Omega} \chi: \boldsymbol{T}^{d} \mathrm{~d} x \mathrm{~d} t \tag{5.2.37}
\end{equation*}
$$

We multiply 5.2.37) by $\frac{1}{\mu}$ and integrate over $(\tau, \tau+\mu)$ and proceed now in the same manner as in the proof of Lemma 4.3.6.

Again we identify the weak limit $\boldsymbol{\chi}$ by using the Minty-Browder trick and get $\boldsymbol{\chi}=\boldsymbol{G}(\tilde{\theta}+$ $\left.\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right)$. Moreover, we obtain

$$
\begin{equation*}
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \rightharpoonup \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) \tag{5.2.38}
\end{equation*}
$$

weakly in $L^{1}(Q)$. Furthermore,

$$
\begin{equation*}
\mathcal{T}_{k}\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \rightharpoonup \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) \tag{5.2.39}
\end{equation*}
$$

weakly in $L^{1}(Q)$. Here, coming back to removed boundary value problems we conclude that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}(\tilde{\boldsymbol{T}}+\boldsymbol{T}): \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \tag{5.2.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{T}=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathrm{p}}\right), \quad \tilde{\boldsymbol{T}}=\boldsymbol{\varepsilon}(\tilde{\boldsymbol{u}}) \tag{5.2.41}
\end{equation*}
$$

and $\boldsymbol{\varphi} \in C^{\infty}\left([0, T], C_{c}^{\infty}\left(\Omega, \mathbb{R}^{3}\right)\right)$. Moreover,

$$
\begin{align*}
-\int_{0}^{T} \int_{\Omega}(\tilde{\theta}+\theta) \phi_{t} \mathrm{~d} x \mathrm{~d} t & -\int_{\Omega}\left(\tilde{\theta}_{0}(x)+\theta_{0}(x)\right) \phi(x, 0) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \nabla(\tilde{\theta}+\theta) \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t \\
& -\int_{0}^{T} \int_{\partial \Omega} g_{\theta} \phi \mathrm{d} s \mathrm{~d} t=\int_{0}^{T} \int_{\Omega}\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) \phi \mathrm{d} x \mathrm{~d} t \tag{5.2.42}
\end{align*}
$$

for $\phi \in C_{c}^{\infty}\left([-\infty, T], C^{\infty}(\Omega)\right)$ and

$$
\begin{equation*}
\varepsilon^{\mathbf{p}}(x, t)=\varepsilon_{0}^{\mathbf{p}}(x)+\int_{0}^{t} \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) \mathrm{d} \tau \tag{5.2.43}
\end{equation*}
$$

That completes the proof of Theorem 5.1.1.

## Chapter 6

## Models with growth conditions in generalized Orlicz spaces

In this chapter we extend the results presented previously. The growth conditions in the generalized Orlicz spaces for visco-elastic constitutive function are natural extensions of Norton-Hoff-type model. First of all, the use of generalized Orlicz spaces takes into consideration more rapid growth than determined by polynomial growth condition (providing solution in Lebesgue spaces), hence it is a better approximation of Prandtl-Reuss model. Secondly, the choice of generalized Orlicz space allows us to consider non-homogeneous materials. Results presented in this chapter are based on [48].

We assume that the body $\Omega \subset \mathbb{R}^{3}$ is an open bounded set with a $C^{2}$ boundary. In previous chapters we considered only homogeneous materials. Here, we omit this assumption. In the case of generalized Orlicz spaces, the $N$-function depends on spatial variable $x$. Thus, in different regions of $\Omega$ we may have different growth conditions. Furthermore, operator $\boldsymbol{D}$ and function $\boldsymbol{G}$ may also depend on the spatial variable.

Assumption 6.0.1. The function $\boldsymbol{G}\left(x, \theta, \boldsymbol{T}^{d}\right)$ is a Carethéodory function, i.e. is measurable with respect to $x$ and continuous with respect to $\theta$ and $\boldsymbol{T}^{d}$, and what is more, it satisfies the following conditions:
a) $\left(\boldsymbol{G}\left(x, \theta, \boldsymbol{T}_{1}^{d}\right)-\boldsymbol{G}\left(x, \theta, \boldsymbol{T}_{2}^{d}\right)\right):\left(\boldsymbol{T}_{1}^{d}-\boldsymbol{T}_{2}^{d}\right) \geq 0$, for all $\boldsymbol{T}_{1}^{d}, \boldsymbol{T}_{2}^{d} \in \mathcal{S}_{d}^{3}$ and $\theta \in \mathbb{R}_{+}$;
b) $\boldsymbol{G}\left(x, \theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d} \geq c\left(M\left(x, \boldsymbol{T}^{d}\right)+M^{*}\left(x, \boldsymbol{G}\left(x, \theta, \boldsymbol{T}^{d}\right)\right)\right)$ for a.a. $x \in \Omega$, where $\boldsymbol{T}^{d} \in \mathcal{S}_{d}^{3}$, $\theta \in \mathbb{R}_{+}$and $c$ is a positive constant independent of temperature $\theta$;
c) $\boldsymbol{G}(x, \theta, \mathbf{0})=\mathbf{0}$ for a.a. $x \in \Omega$.

Moreover, $M$ is an $N$-function and $M^{*}$ is an $N$-function complementary to $M$. The class of $N$-functions is restricted as follows:

1) the inequality holds

$$
\begin{equation*}
\int_{Q} M^{*}(x, \boldsymbol{A}(x, t)) \mathrm{d} x \mathrm{~d} t \leq \int_{Q}|\boldsymbol{A}|^{2} \mathrm{~d} x \mathrm{~d} t \tag{6.0.1}
\end{equation*}
$$

2) $M^{*}$ satisfies the $\Delta_{2}$-condition.

Further, we write $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)$ instead of $\boldsymbol{G}\left(x, \theta, \boldsymbol{T}^{d}\right)$. We keep in mind that one of variables of function $\boldsymbol{G}$ is $x$ but we omit repetitions in order to make the content more clear for the reader.

Studying mechanical problems in Orlicz spaces is not an isolated issue. The problem of visco-elastic deformation involving Orlicz spaces was considered in [21], but only in the case of $N$-function independent of spatial variable $x$. In the case of $N$-function which depends on the spatial variable $x$ some accurate assumptions must be done. There are two possible ways to do it. Firstly, we may assume the regularity with respect to $x$, e.g. log-Hölder continuity in [74, 75]. And secondly, upper or lower growth condition of an $N$-function with respect to the last variable can be considered, e.g. see [35, 36, 37, 84]. There are no results for thermo-visco-elastic problems without any upper and lower growth condition on $N$-function with respect to the last variable.

In the contrast to results presented in Chapter 4 and Chapter 5 we use another approach to heat equation. In Chapter 3 we presented two different approaches which may be used to solve heat equation. As previously, by Assumption 6.0.1 we know that the right-hand side function $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d}$ is only an integrable function. Here, we prove existence of renormalised solution to heat equation, see Section 3.2. The use of different approach than one used in previous models causes another definition of solution to heat equation, see Definition 6.2.2. Similarly as for previous model we approximate the difference $\widehat{\theta}-\tilde{\theta}$, where $\tilde{\theta}$ is a solution to cutting off problem, see (6.3.2), and $\widehat{\theta}$ is a solution to whole system of equations. In the contrast to Boccardo and Gallouët's solution the difference $\widehat{\theta}-\tilde{\theta}$ appears in the definition of renormalised solution, see Definition 6.2.2

This chapter is organised as follows. In Section 6.1 we make some general remarks about generalised Orlicz space. We quote main definitions and prove important lemmas. In Section 6.2 we present the statement of the main theorem of this chapter. Finally, Section 6.3 is dedicated to the proof.

### 6.1 Generalized Orlicz spaces

We recall important definitions which will be used to formulate the statement of this chapter. Let us start with the repetition of generalized Orlicz spaces. For general concept of Orlicz spaces we refer the reader to [1, 49, 59, 64]. Let us start with the definition of $N$-function.

Definition 6.1.1. Let $\Omega$ be a bounded open domain in $\mathbb{R}^{3}$. A function $M: \Omega \times \mathcal{S}^{3} \rightarrow \mathbb{R}_{+}$is said to be $N$-function if it satisfies the following conditions:

1) $M$ is a Carathéodory function such that $M(x, \boldsymbol{\xi})=0$ if and only if $\boldsymbol{\xi}=\mathbf{0}$;
2) $M(x, \boldsymbol{\xi})=M(x,-\boldsymbol{\xi})$ a.e. in $\Omega$;
3) $M(x, \boldsymbol{\xi})$ is a convex function with respect to $\boldsymbol{\xi}$;
4) $\lim _{|\boldsymbol{\xi}| \rightarrow 0} M(x, \boldsymbol{\xi}) /|\xi|=0$ for a. a. $x \in \Omega$;
5) $\lim _{|\boldsymbol{\xi}| \rightarrow \infty} M(x, \boldsymbol{\xi}) /|\xi|=\infty$ for a. a. $x \in \Omega$.

Definition 6.1.2. The complementary function $M^{*}$ to a function $M$ is defined by

$$
\begin{equation*}
M^{*}(x, \boldsymbol{\eta})=\sup _{\boldsymbol{\eta} \in \mathcal{S}^{3}}(\boldsymbol{\xi}: \boldsymbol{\eta}-M(x, \boldsymbol{\xi})), \tag{6.1.1}
\end{equation*}
$$

for $\boldsymbol{\eta} \in \mathcal{S}^{3}, x \in \Omega$.
Remark. A complementary function $M^{*}$ to $N$-function $M$ is also an $N$-function.

The generalized Orlicz class $\mathcal{L}_{M}\left(Q, \mathcal{S}^{3}\right)$ is the set of all measurable functions $\boldsymbol{\xi}: Q \rightarrow \mathcal{S}^{3}$ such that

$$
\begin{equation*}
\int_{Q} M(x, \boldsymbol{\xi}(x, t)) \mathrm{d} x \mathrm{~d} t<\infty . \tag{6.1.2}
\end{equation*}
$$

The generalized Orlicz space $L_{M}\left(Q, \mathcal{S}^{3}\right)$ can be defined as the smallest linear space containing $\mathcal{L}_{M}\left(Q, \mathcal{S}^{3}\right)$. It is a Banach space with respect to the Orlicz norm

$$
\begin{equation*}
\|\boldsymbol{\xi}\|_{O, M}=\sup \left\{\int_{Q} \boldsymbol{\xi}: \boldsymbol{\eta} \mathrm{d} x \mathrm{~d} t: \boldsymbol{\eta} \in L_{M^{*}}\left(Q, \mathcal{S}^{3}\right), \int_{Q} M^{*}(x, \boldsymbol{\eta}) \mathrm{d} x \mathrm{~d} t \leq 1\right\} \tag{6.1.3}
\end{equation*}
$$

or equivalently with respect to Luxemburg norm

$$
\begin{equation*}
\|\boldsymbol{\xi}\|_{L, M}=\inf \left\{\lambda>0: \int_{Q} M\left(x, \frac{\boldsymbol{\xi}(x, t)}{\lambda}\right) \mathrm{d} x \mathrm{~d} t<1\right\} . \tag{6.1.4}
\end{equation*}
$$

By $E_{M}\left(Q, \mathcal{S}^{3}\right)$ we denote the closure of the set of bounded functions in $\|\cdot\|_{O}$-norm.
Definition 6.1.3. We say that an $N$-function $M$ satisfies $\Delta_{2}$-condition if for almost all $x \in \Omega$ and for all $\boldsymbol{\xi} \in \mathcal{S}^{3}$, there exist a constant $c$ and nonnegative integrable function $h: \Omega \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
M(x, 2 \boldsymbol{\xi}) \leq c M(x, \boldsymbol{\xi})+h(x) . \tag{6.1.5}
\end{equation*}
$$

If this condition fails, we lose numerous properties of the space $L_{M}\left(Q, \mathcal{S}^{3}\right)$ like separability, reflexivity, cf. [1, 59 and many others. In particular, if (6.1.5) holds, then $\mathcal{L}_{M}\left(Q, \mathcal{S}^{3}\right)=L_{M}\left(Q, \mathcal{S}^{3}\right)$.

Remark. For every $M$ the following inclusion holds

$$
\begin{equation*}
E_{M}\left(Q, \mathcal{S}^{3}\right) \subseteq \mathcal{L}_{M}\left(Q, \mathcal{S}^{3}\right) \subseteq L_{M}\left(Q, \mathcal{S}^{3}\right) \tag{6.1.6}
\end{equation*}
$$

If $M$ satisfies the $\Delta_{2}$-condition, then $E_{M}\left(Q, \mathcal{S}^{3}\right)=L_{M}\left(Q, \mathcal{S}^{3}\right)$.
The proof of abovementioned remark comes from [37, Proposition A.2].
Proof. Inclusions in (6.1.6) are obvious. We show that if $M$ satisfies $\Delta_{2}$-condition, $\mathcal{L}_{M}\left(Q, \mathcal{S}^{3}\right)$ is a vector space. Then, by definition of Orlicz spaces $L_{M}\left(Q, \mathcal{S}^{3}\right)$ and $E_{M}\left(Q, \mathcal{S}^{3}\right)$ the proof is complete.

Let $M$ satisfy $\Delta_{2}$-condition. Below we prove that pointwise addition and scalar multiplication are invariant in $\mathcal{L}_{M}\left(Q, \mathcal{S}^{3}\right) . M(x, \cdot)$ is a convex function with respect to second variable, thus for $\boldsymbol{\xi}, \boldsymbol{\zeta} \in \mathcal{L}_{M}\left(Q, \mathcal{S}^{3}\right)$ it holds

$$
\begin{align*}
\int_{Q} M(x, \boldsymbol{\xi}(t, x)+\boldsymbol{\zeta}(t, x)) \mathrm{d} x \mathrm{~d} t & =\int_{Q} M\left(x, 2 \frac{\boldsymbol{\xi}(t, x)+\boldsymbol{\zeta}(t, x)}{2}\right) \mathrm{d} x \mathrm{~d} t \\
& \leq c\left(\int_{Q} M(x, \boldsymbol{\xi}(t, x)) \mathrm{d} x \mathrm{~d} t+\int_{Q} M(x, \boldsymbol{\zeta}(t, x)) \mathrm{d} x \mathrm{~d} t\right)+\int_{Q} h(x) \mathrm{d} x \mathrm{~d} t<\infty, \tag{6.1.7}
\end{align*}
$$

where constant $c$ and function $h$ come from Definition 6.1.3. Let $n \in \mathbb{N}$ such that $|\lambda| \leq 2^{n}$ then

$$
\begin{equation*}
\int_{Q} M(x, \lambda \boldsymbol{\xi}) \mathrm{d} x \mathrm{~d} t=\int_{Q} M\left(x,(\operatorname{sgn} \lambda) 2^{n} \boldsymbol{\xi}\right) \mathrm{d} x \mathrm{~d} t \leq c^{n} \int_{Q} M(x, \boldsymbol{\xi}) \mathrm{d} x \mathrm{~d} t+n \int_{Q} h(x) \mathrm{d} x \mathrm{~d} t<\infty \tag{6.1.8}
\end{equation*}
$$

which completes the proof.
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The space $L_{M^{*}}\left(Q, \mathcal{S}^{3}\right)$ is the dual space of $E_{M}\left(Q, \mathcal{S}^{3}\right)$. The functional

$$
\begin{equation*}
\rho(\boldsymbol{\xi})=\int_{Q} M(x, \boldsymbol{\xi}) \mathrm{d} x \mathrm{~d} t \tag{6.1.9}
\end{equation*}
$$

is a modular.
Definition 6.1.4. We say that a sequence $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1}^{\infty}$ convergences modularly to $\boldsymbol{\xi}$ in $L_{M}\left(Q, \mathcal{S}^{3}\right)$ if there exists $\lambda>0$ such that

$$
\begin{equation*}
\int_{Q} M\left(x, \frac{\boldsymbol{\xi}_{i}-\boldsymbol{\xi}}{\lambda}\right) \mathrm{d} x \mathrm{~d} t \rightarrow 0 \tag{6.1.10}
\end{equation*}
$$

We will use the notation $\boldsymbol{\xi}_{i} \xrightarrow{M} \boldsymbol{\xi}$ for modular convergence in $L_{M}\left(Q, \mathcal{S}^{3}\right)$.
Assumption 6.0.1 requires the usage of basic tools regarding generalized Orlicz spaces. Here we present some basic lemmas, which are used in the proof regarding existence of solution to thermo-visco-elastic models. The following lemmas and their proofs come from [37]. They may be also found in [28, 35, 39, 85] and many other publications.

Lemma 6.1.1 (Fenchel-Young inequality). Let $M$ be an $N$-function and $M^{*}$ be complementary to $M$. Then following inequality is satisfied

$$
\begin{equation*}
|\boldsymbol{\xi}: \boldsymbol{\eta}| \leq M(x, \boldsymbol{\xi})+M^{*}(x, \boldsymbol{\eta}) \tag{6.1.11}
\end{equation*}
$$

for all $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathcal{S}^{3}$ and for almost all $x \in \Omega$.
Fenchel-Young inequality is a consequence of definition of complementary $N$-function, see Definition 6.1.2

Lemma 6.1.2 (Hölder inequality). Let $M$ be an $N$-function and $M^{*}$ be complementary to $M$. Then the following inequality is satisfied

$$
\begin{equation*}
\left|\int_{Q} \boldsymbol{\xi}: \boldsymbol{\eta} \mathrm{d} x \mathrm{~d} t\right| \leq 2\|\boldsymbol{\xi}\|_{L, M}\|\boldsymbol{\eta}\|_{L, M^{*}} \tag{6.1.12}
\end{equation*}
$$

Proof. By applying the Young inequality to the product of $\frac{\boldsymbol{\xi}}{\|\boldsymbol{\xi}\|_{L, M}}$ and $\frac{\eta}{\|\boldsymbol{\eta}\|_{L, M^{*}}}$ we obtain

$$
\begin{equation*}
\int_{Q} \frac{\boldsymbol{\xi}}{\|\boldsymbol{\xi}\|_{L, M}}: \frac{\boldsymbol{\eta}}{\|\boldsymbol{\eta}\|_{L, M^{*}}} \mathrm{~d} x \mathrm{~d} t \leq \int_{Q} M\left(x, \frac{\boldsymbol{\xi}}{\|\boldsymbol{\xi}\|_{L, M}}\right) \mathrm{d} x \mathrm{~d} t+\int_{Q} M^{*}\left(x, \frac{\boldsymbol{\eta}}{\|\boldsymbol{\eta}\|_{L, M^{*}}}\right) \mathrm{d} x \mathrm{~d} t=2 \tag{6.1.13}
\end{equation*}
$$

where the last equality is the consequence of Luxemburg norms definition.
Lemma 6.1.3 (Lemma A. 3 from [37]). Let $\boldsymbol{\xi}_{i}: Q \rightarrow \mathbb{R}^{d}$ be a measurable sequence. Then $\boldsymbol{\xi}_{i} \xrightarrow{M} \boldsymbol{\xi}$ in $L_{M}\left(Q, \mathcal{S}^{3}\right)$ modularly if and only if $\boldsymbol{\xi}_{i} \rightarrow \boldsymbol{\xi}$ in measure and there exists some $\lambda>0$ such that the sequence $\left\{M\left(\cdot, \lambda \boldsymbol{\xi}_{i}\right)\right\}$ is uniformly integrable, i.e.

$$
\begin{equation*}
\lim _{R \rightarrow \infty}\left(\sup _{i \in \mathbb{N}} \int_{\left\{(t, x):\left|M\left(x, \lambda \boldsymbol{\xi}_{i}\right)\right| \geq R\right\}} M\left(x, \lambda \boldsymbol{\xi}_{i}\right) \mathrm{d} x \mathrm{~d} t\right)=0 . \tag{6.1.14}
\end{equation*}
$$

Proof. Note that $\boldsymbol{\xi}_{j} \rightarrow \boldsymbol{\xi}$ in measure if and only if $M\left(\cdot,\left(\boldsymbol{\xi}_{j}-\boldsymbol{\xi}\right) / \lambda\right) \rightarrow 0$ in measure for all $\lambda>0$. Moreover, the convergence $\boldsymbol{\xi}_{j} \rightarrow \boldsymbol{\xi}$ in measure implies that for all measurable sets $A \subset Q$ it holds

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} \int_{A} M\left(x, \boldsymbol{\xi}_{j}\right) \mathrm{d} x \mathrm{~d} t \geq \int_{A} M(x, \boldsymbol{\xi}) \mathrm{d} x \mathrm{~d} t \tag{6.1.15}
\end{equation*}
$$

Note also that the convexity of $M$ implies

$$
\begin{equation*}
\int_{A} M\left(x, \frac{\boldsymbol{\xi}_{j}-\boldsymbol{\xi}}{\lambda}\right) \mathrm{d} x \mathrm{~d} t \leq \int_{A} M\left(x, \frac{\boldsymbol{\xi}_{j}}{2 \lambda}\right) \mathrm{d} x \mathrm{~d} t+\int_{A} M\left(x, \frac{\boldsymbol{\xi}}{2 \lambda}\right) \mathrm{d} x \mathrm{~d} t \tag{6.1.16}
\end{equation*}
$$

Hence by the classical Vitali's lemma for $f_{j}(x)=M\left(x,\left(\boldsymbol{\xi}_{j}-\boldsymbol{\xi}\right) / \lambda\right)$ we obtain that $f_{j} \rightarrow 0$ strongly in $L^{1}(Q)$.

Lemma 6.1.4 (Lemma A. 4 from [37]). Let $M$ be an $N$-function and for all $i \in \mathbb{N}$, let $\int_{Q} M\left(x, \boldsymbol{\xi}_{i}\right) \mathrm{d} x \mathrm{~d} t \leq$ $C$. Then the sequence $\left\{\boldsymbol{\xi}_{i}\right\}$ is uniformly integrable.

Proof. Let us define $\delta(R)=\min _{|\boldsymbol{\xi}|=R} M(x, \boldsymbol{\xi}) /|\boldsymbol{\xi}|$. Then, for all $j \in \mathbb{N}$, it holds

$$
\begin{align*}
\int_{\left\{(x, t) \in Q:\left|\boldsymbol{\xi}_{j}(x, t)\right| \geq R\right\}} M\left(x, \boldsymbol{\xi}_{j}(t, x)\right) \mathrm{d} x \mathrm{~d} t & =\int_{\left\{(x, t) \in Q:\left|\boldsymbol{\xi}_{j}(x, t)\right| \geq R\right\}} \frac{M\left(x, \boldsymbol{\xi}_{j}\right)}{\left|\boldsymbol{\xi}_{j}\right|}\left|\boldsymbol{\xi}_{j}\right| \mathrm{d} x \mathrm{~d} t  \tag{6.1.17}\\
& \geq \delta(R) \int_{\left\{(x, t) \in Q:\left|\boldsymbol{\xi}_{j}(x, t)\right| \geq R\right\}}\left|\boldsymbol{\xi}_{j}\right| \mathrm{d} x \mathrm{~d} t .
\end{align*}
$$

Since the left-hand side is bounded, we obtain

$$
\begin{equation*}
\sup _{j \in \mathbb{N}} \int_{\left\{(x, t) \in Q:\left|\boldsymbol{\xi}_{j}(x, t)\right| \geq R\right\}}\left|\boldsymbol{\xi}_{j}(t, x)\right| \mathrm{d} x \mathrm{~d} t \leq \frac{C}{\delta(R)} \tag{6.1.18}
\end{equation*}
$$

Function $\delta(R)$ is increasing, hence the proof is complete.
Lemma 6.1.5 (Lemma A. 5 from [37]). Let $M$ be an $N$-function and $M^{*}$ its complementary function. Suppose that the sequences $\boldsymbol{\Phi}_{i}: Q \rightarrow \mathcal{S}^{3}$ and $\boldsymbol{\Psi}_{i}: Q \rightarrow \mathcal{S}^{3}$ are uniformly bounded in $L_{M}\left(Q, \mathcal{S}^{3}\right)$ and $L_{M^{*}}\left(Q, \mathcal{S}^{3}\right)$, respectively. Moreover, $\boldsymbol{\Phi}_{i} \xrightarrow{M} \boldsymbol{\Phi}$ modularly in $L_{M}\left(Q, \mathcal{S}^{3}\right)$ and $\boldsymbol{\Phi}_{i} \xrightarrow{M^{*}} \boldsymbol{\Phi}$ modularly in $L_{M^{*}}\left(Q, \mathcal{S}^{3}\right)$. Then, $\boldsymbol{\Phi}_{i}: \boldsymbol{\Psi}_{i} \rightarrow \boldsymbol{\Phi}: \boldsymbol{\Psi}$ strongly in $L^{1}(Q)$.

Proof. Owing to Lemma 6.1.3 the modular convergence of $\left\{\boldsymbol{\Psi}_{j}\right\}$ and $\left\{\boldsymbol{\Phi}_{j}\right\}$ implies the convergence in measure of these sequences and consequently also the convergence in measure of the product. Hence it is sufficient to show the uniform integrability of $\left\{\boldsymbol{\Psi}_{j}: \boldsymbol{\Phi}_{j}\right\}$. Notice that it is equivalent with the uniform integrability of the term $\left\{\frac{\Psi_{j}}{\lambda_{1}}: \frac{\Phi_{j}}{\lambda_{2}}\right\}$ for any $\lambda_{1}, \lambda_{2}>0$. The assumptions of the proposition provide that there exist some $\lambda_{1}, \lambda_{2}>0$ such that the sequences

$$
\begin{equation*}
\left\{M\left(x, \frac{\boldsymbol{\Psi}_{j}}{\lambda_{1}}\right)\right\} \quad \text { and } \quad\left\{M^{*}\left(x, \frac{\boldsymbol{\Phi}_{j}}{\lambda_{2}}\right)\right\} \tag{6.1.19}
\end{equation*}
$$

are uniformly integrable. Hence, let us use the same constants and estimate with the help of Fenchel-Young inequality

$$
\begin{equation*}
\left|\frac{\boldsymbol{\Psi}_{j}}{\lambda_{1}}: \frac{\boldsymbol{\Phi}_{j}}{\lambda_{2}}\right| \leq M\left(x, \frac{\boldsymbol{\Psi}_{j}}{\lambda_{1}}\right)+M\left(x, \frac{\boldsymbol{\Phi}_{j}}{\lambda_{2}}\right) . \tag{6.1.20}
\end{equation*}
$$

Obviously, the uniform integrability of the right-hand side provides the uniform integrability of the left-hand side and this yields the assertion.

Lemma 6.1.6 (Lemma A. 6 from [37). Let $\rho_{i}$ be a standard mollifier, i.e. $\rho \in C^{\infty}(\mathbb{R})$, $\rho$ has a compact support and $\int_{\mathbb{R}} \rho(\tau) \mathrm{d} \tau=1, \rho(\tau)=\rho(-\tau)$. We define $\rho_{i}(\tau)=i \rho(i \tau)$. Moreover, let $*$ denote a convolution in the variable $\tau$. Then for any function $\boldsymbol{\Phi}: Q \rightarrow \mathcal{S}^{3}$, such that $\boldsymbol{\Phi} \in L^{1}\left(Q, \mathcal{S}^{3}\right)$, it holds

$$
\begin{equation*}
\rho_{i} * \boldsymbol{\Phi} \rightarrow \boldsymbol{\Phi} \quad \text { in measure as } i \rightarrow \infty . \tag{6.1.21}
\end{equation*}
$$

Proof. For a.a. $x \in \Omega$ the function $\boldsymbol{\Psi}(\cdot, x) \in L^{1}(0, T)$ and $\rho_{i} * \boldsymbol{\Psi}(\cdot, x) \rightarrow \boldsymbol{\Psi}(\cdot, x)$ in $L^{1}(0, T)$ and hence $\rho_{i} * \boldsymbol{\Psi} \rightarrow \boldsymbol{\Psi}$ in measure on the set $[0, T] \times \Omega$.

Lemma 6.1.7 (Lemma A. 7 from [37]). Let $\rho_{i}$ be a standard mollifier. Given an $N$-function $M$ and a function $\boldsymbol{\Phi}: Q \rightarrow \mathcal{S}^{3}$ such that $\boldsymbol{\Phi} \in \mathcal{L}_{M}(Q)$, the sequence $\left\{M\left(x, \rho_{i} * \boldsymbol{\Phi}\right)\right\}$ is uniformly integrable.

Proof. We start with an abstract fact concerning the uniform integrability. Namely, the following two conditions are equivalent for any measurable sequence $\left\{\boldsymbol{\xi}_{j}\right\}$
(a) $\forall \epsilon>0 \exists \delta>0: \sup _{j \in \mathbb{N}} \sup _{|A| \leq \delta} \int_{A}\left|\boldsymbol{\xi}_{j}\right| \mathrm{d} x \mathrm{~d} t \leq \epsilon$
(b) $\forall \epsilon>0 \exists \delta>0: \sup _{j \in \mathbb{N}} \int_{Q}\left(\left|\boldsymbol{\xi}_{j}\right|-\frac{1}{\sqrt{\delta}}\right)^{+} \leq \epsilon$ where we use the same notation as in previous chapters, i.e. $z^{+}=\max \{0, z\}$.

The implication $(a) \Rightarrow(b)$ is obvious. There exists $\gamma>0$ such that there exists $A^{\prime}=\{(x, t) \in$ $\left.Q:\left|\boldsymbol{\xi}_{j}\right|>\frac{1}{\sqrt{\gamma}}\right\}$ with meas $\left(A^{\prime}\right) \leq \delta$. Then

$$
\begin{equation*}
\sup _{j \in \mathbb{N}} \int_{A^{\prime}}\left|\boldsymbol{\xi}_{j}\right| \mathrm{d} x \mathrm{~d} t \leq \epsilon, \tag{6.1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{j \in \mathbb{N}} \int_{A^{\prime}}\left(\left|\boldsymbol{\xi}_{j}\right|-\frac{1}{\sqrt{\gamma}}\right) \mathrm{d} x \mathrm{~d} t \leq \epsilon+\frac{\delta}{\sqrt{\gamma}}, \tag{6.1.23}
\end{equation*}
$$

By the proper choice of $A^{\prime}$ we obtain $\sup _{j \in \mathbb{N}} \int_{Q}\left(\left|\boldsymbol{\xi}_{j}\right|-\frac{1}{\sqrt{\gamma}}\right)^{+} \mathrm{d} x \mathrm{~d} t \leq \epsilon+\frac{\delta}{\sqrt{\gamma}}$, which completes this implication. To show that also $(b) \Rightarrow(a)$ holds, let us estimate

$$
\begin{align*}
\sup _{j \in \mathbb{N}} \sup _{\operatorname{meas}(A) \leq \delta} \int_{A}\left|\boldsymbol{\xi}_{j}\right| \mathrm{d} x \mathrm{~d} t & =\sup _{j \in \mathbb{N}} \sup _{\operatorname{meas}(A) \leq \delta} \int_{A}\left|\boldsymbol{\xi}_{j}-\frac{1}{\sqrt{\delta}}+\frac{1}{\sqrt{\delta}}\right| \mathrm{d} x \mathrm{~d} t \\
& \leq \sup _{j \in \mathbb{N}} \sup _{\operatorname{meas}(A) \leq \delta} \int_{A}\left(\left|\boldsymbol{\xi}_{j}\right|-\frac{1}{\sqrt{\delta}}\right)^{+} \mathrm{d} x \mathrm{~d} t+\sup _{\operatorname{meas}(A) \leq \delta}^{\operatorname{meas}(A) \frac{1}{\sqrt{\delta}}} \\
& \leq \sqrt{\delta}+\sup _{j \in \mathbb{N}} \int_{Q}\left(\left|\boldsymbol{\xi}_{j}\right|-\frac{1}{\sqrt{\delta}}\right)^{+} \mathrm{d} x \mathrm{~d} t \\
& \leq \sqrt{\delta}+\epsilon \tag{6.1.24}
\end{align*}
$$

Notice that since $M$ is a convex function, the following inequality holds for all $\delta>0$ :

$$
\begin{equation*}
\int_{Q}\left|M(x, \boldsymbol{\Psi})-\frac{1}{\delta}\right|^{+} \mathrm{d} x \mathrm{~d} t \geq \int_{Q}\left|M\left(x, \rho_{j} * \boldsymbol{\Psi}\right)-\frac{1}{\delta}\right|^{+} \mathrm{d} x \mathrm{~d} t . \tag{6.1.25}
\end{equation*}
$$

Finally, since $\boldsymbol{\Psi} \in \mathcal{L}_{M}(Q)$, also $\int_{Q}|M(x, \boldsymbol{\Psi})-(1 / \sqrt{\delta})|^{+} \mathrm{d} x \mathrm{~d} t$ is finite and hence taking supremum over $j \in \mathbb{N}$ in abovementioned equation we prove the assertion.

### 6.2 Formulation of the problem

Heterogeneity of domain $\Omega$ implies the need of making the assumptions on regularity of component in regards of operator $\boldsymbol{D}$.

Assumption 6.2.1. Let the operator $\boldsymbol{D}: \mathcal{S}^{3} \rightarrow \mathcal{S}^{3}$ be a four-index matrix, i.e.

$$
\begin{equation*}
\boldsymbol{D}=\boldsymbol{D}(x)=\left\{d_{i, j, k, l}(x)\right\}_{i, j, k, l=1}^{3} \tag{6.2.1}
\end{equation*}
$$

and the following equalities hold

$$
\begin{equation*}
d_{i, j, k, l}(x)=d_{j, i, k, l}(x), \quad d_{i, j, k, l}(x)=d_{i, j, l, k}(x) \quad \text { and } \quad d_{i, j, k, l}(x)=d_{k, l, i, j}(x), \tag{6.2.2}
\end{equation*}
$$

where function $d_{i, j, k, l}$ belongs to $W^{1, p}(\Omega)$ for each $i, j, k, l=1,2,3$ and for some $p>3$. Moreover, let $\boldsymbol{D}$ be linear, positively definite and bounded.

Assumption 6.0.1 on function $\boldsymbol{G}(\cdot, \cdot)$ causes use of space for displacement.
Definition 6.2.1. Let us define the space $B D_{M^{*}}\left(Q, \mathbb{R}^{3}\right)$ by formula

$$
\begin{equation*}
B D_{M^{*}}\left(Q, \mathbb{R}^{3}\right)=\left\{\boldsymbol{u} \in L^{1}\left(\Omega, \mathbb{R}^{3}\right): \quad \varepsilon(\boldsymbol{u}) \in L_{M^{*}}\left(\Omega, \mathcal{S}^{3}\right)\right\} . \tag{6.2.3}
\end{equation*}
$$

The space $B D_{M^{*}}\left(Q, \mathbb{R}^{3}\right)$ is a Banach space with a norm

$$
\begin{equation*}
\|\boldsymbol{u}\|_{B D_{M}(Q)}=\|\boldsymbol{u}\|_{L^{1}(Q)}+\|\boldsymbol{\varepsilon}(\boldsymbol{u})\|_{M^{*}} . \tag{6.2.4}
\end{equation*}
$$

Space $B D_{M^{*}}\left(Q, \mathbb{R}^{3}\right)$ is a subspace of the space of bounded deformations $B D\left(Q, \mathbb{R}^{3}\right)$

$$
\begin{equation*}
B D\left(Q, \mathbb{R}^{3}\right)=\left\{\boldsymbol{u} \in L^{1}\left(\Omega, \mathbb{R}^{3}\right): \quad[\varepsilon(\boldsymbol{u})]_{i, j} \in \mathcal{M}(Q)\right\}, \tag{6.2.5}
\end{equation*}
$$

where $\mathcal{M}(Q)$ is a space of bounded measures on $Q$ and $[\varepsilon(\boldsymbol{u})]_{i, j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)$, cf. [38]. According to [80, Theorem 1.1] there exist a unique continuous operator $\gamma_{0}$ from $B D_{M^{*}}(Q)$ onto $L^{1}((0, T) \times \partial \Omega)$ such that the generalized Green formula

$$
\begin{equation*}
2 \int_{Q} \phi \varepsilon_{i, j}(\boldsymbol{u}) \mathrm{d} x \mathrm{~d} t=-\int_{Q}\left(u_{i} \frac{\partial \phi}{\partial x_{i}}+u_{j} \frac{\partial \phi}{\partial x_{j}}\right)+\int_{0}^{T} \int_{\partial \Omega} \phi\left(\gamma_{0}\left(u_{i}\right) n_{j}+\gamma_{0}\left(u_{j}\right) n_{i}\right) \mathrm{d} \mathcal{H}^{2} \mathrm{~d} t \tag{6.2.6}
\end{equation*}
$$

hold for every $\phi \in C^{1}(\bar{Q})$ and where $\boldsymbol{n}=\left(n_{1}, n_{2}, n_{3}\right)^{T}$ is an unite outward normal vector on $\partial \Omega$ and $H^{2}$ is the 2-Hausdorff measure. Moreover, $B D\left(Q, \mathbb{R}^{3}\right)$ is compactly embedded in $L^{q}\left(Q, \mathbb{R}^{3}\right)$ for every $1 \leq q<\frac{3}{2}$, see [80, Remark 2.3].

Furthermore, we understand $v \in B D_{M^{*}}\left(Q, \mathbb{R}^{3}\right)+L^{\infty}\left(0, T, W^{2, p}\left(\Omega, \mathbb{R}^{3}\right)\right)$ in the following way: There exists a decomposition $v=v_{1}+v_{2}$, where $v_{1} \in B D_{M^{*}}\left(Q, \mathbb{R}^{3}\right)$ and $v_{2} \in L^{\infty}\left(0, T, W^{2, p}\left(\Omega, \mathbb{R}^{3}\right)\right)$.

Definition 6.2.2 (Weak-renormalised solution of the system 1.2.2 ). The triple of functions $\boldsymbol{u} \in B D_{M^{*}}\left(Q, \mathbb{R}^{3}\right)+L^{\infty}\left(0, T, W^{2, p}\left(\Omega, \mathbb{R}^{3}\right)\right), \boldsymbol{T} \in L^{2}\left(Q, \mathcal{S}^{3}\right)$ and a measurable function $\theta$ such that for every $K \in \mathbb{N}, \mathcal{T}_{K}(\theta) \in L^{2}\left(0, T, W^{1,2}(\Omega)\right)$ is a weak-renormalised solution of the system (1.2.2) when

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \tag{6.2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{T}=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) \tag{6.2.8}
\end{equation*}
$$

holds for every test function $\varphi \in C^{\infty}\left([0, T], C_{c}^{\infty}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and

$$
\begin{align*}
&-\int_{Q} S(\theta-\tilde{\theta}) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} S\left(\theta_{0}-\tilde{\theta}_{0}\right) \phi(x, 0) \mathrm{d} x+\int_{Q} S^{\prime}(\theta-\tilde{\theta}) \nabla(\theta-\tilde{\theta}) \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t \\
&+\int_{Q} S^{\prime \prime}(\theta-\tilde{\theta})|\nabla(\theta-\tilde{\theta})|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} \boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right): \boldsymbol{T}^{d} S^{\prime}(\theta-\tilde{\theta}) \phi \mathrm{d} x \mathrm{~d} t \tag{6.2.9}
\end{align*}
$$

holds for every test function $\phi \in C_{c}^{\infty}\left([-\infty, T), C^{\infty}(\Omega)\right)$, for every function $S \in C^{\infty}(\mathbb{R})$ such that $S^{\prime} \in C_{0}^{\infty}(\mathbb{R})$ and for $\tilde{\theta}$ which is a solution of the problem

$$
\left\{\begin{array}{rll}
\tilde{\theta}_{t}-\Delta \tilde{\theta} & =0 \quad \text { in } \Omega \times(0, T),  \tag{6.2.10}\\
\tilde{\partial \tilde{\theta}} & =g_{\theta} & \text { on } \partial \Omega \times(0, T), \\
\tilde{\theta}(x, 0) & =\tilde{\theta}_{0} \quad \text { in } \Omega
\end{array}\right.
$$

where $\tilde{\theta}_{0} \in L^{2}(\Omega)$. Furthermore, the visco-elastic strain tensor can be recovered from the equation on its evolution, i.e.

$$
\begin{equation*}
\varepsilon^{\mathbf{p}}(x, t)=\varepsilon_{0}^{\mathbf{p}}(x)+\int_{0}^{t} \boldsymbol{G}\left(\theta(x, \tau), \boldsymbol{T}^{d}(x, \tau)\right) \mathrm{d} \tau \tag{6.2.11}
\end{equation*}
$$

for a.e. $x \in \Omega$ and $t \in[0, T)$ also $\varepsilon^{\mathbf{p}}, \varepsilon_{t}^{\mathbf{p}} \in L_{M^{*}}(Q)$.
Theorem 6.2.1. Let initial conditions satisfy $\theta_{0} \in L^{1}(\Omega), \varepsilon_{0}^{\mathbf{p}} \in L_{M^{*}}\left(\Omega, \mathcal{S}_{d}^{3}\right)$, boundary conditions satisfy $g_{\theta} \in L^{2}\left(0, T, L^{2}(\partial \Omega)\right)$, for $p>3$ function $\boldsymbol{g} \in L^{\infty}\left(0, T, W^{2, p}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and volume force $\boldsymbol{f} \in L^{\infty}\left(0, T, L^{p}\left(\Omega, \mathbb{R}^{3}\right)\right)$, also function $\boldsymbol{G}(\cdot, \cdot)$ satisfy the same condition as in Assumptions 6.0.1 and let operator $\boldsymbol{D}$ satisfy Assumption 6.2.1. Then there exists a weak solution to system 1.2.2).

### 6.3 Proof of Theorem 6.2.1

The idea of the proof is similar to proofs presented in previous chapters. We use two level Galerkin approximations to construct the approximate system of equations. Use of growth condition in Orlicz spaces instead of growth condition in Lebesgue spaces implies usage of different analytic tools. For example, we use Minty-Browder trick in nonreflexive spaces, see [84], to identify the weak limit of nonlinear term. Moreover, to prove the convergence of right-hand side term of heat equation we apply the biting limit, cf. [8], and Young measures tools, which were described in Chapter 4

Construction of the proof is similar to previous cases. We start with cutting off the boundary conditions, Section 6.3.1. Then, we construct the approximate solutions and show their uniform boundedness, see Section 6.3.2. Finally, we pass to the limit independently with approximation parameter for temperature (Section 6.3.3) and with approximation parameter for displacement (Section 6.3.4).

### 6.3.1 Transformation to a homogeneous boundary-value-problem

As we mentioned in Chapter 2, our idea is to consider three systems of equations, i.e. two systems which take the boundary conditions for displacement and heat flux. i.e.

$$
\left\{\begin{align*}
-\operatorname{div} \tilde{\boldsymbol{T}} & =\boldsymbol{f} & & \text { in } \Omega \times(0, T),  \tag{6.3.1}\\
\tilde{\boldsymbol{T}} & =\boldsymbol{D} \boldsymbol{\varepsilon}(\tilde{\boldsymbol{u}}) & & \text { in } \Omega \times(0, T), \\
\tilde{\boldsymbol{u}} & =\boldsymbol{g} & & \text { on } \partial \Omega \times(0, T),
\end{align*}\right.
$$

and

$$
\left\{\begin{array}{rll}
\tilde{\theta}_{t}-\Delta \tilde{\theta} & =0 \quad \text { in } \Omega \times(0, T),  \tag{6.3.2}\\
\frac{\partial \tilde{\theta}}{\partial n} & =g_{\theta} \quad \text { on } \partial \Omega \times(0, T) \\
\tilde{\theta}(x, 0) & =\tilde{\theta}_{0} \quad \text { in } \Omega
\end{array}\right.
$$

and one with homogeneous boundary conditions

$$
\left\{\begin{align*}
-\operatorname{div} \boldsymbol{T} & =0,  \tag{6.3.3}\\
\boldsymbol{T} & =\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right), \\
\varepsilon_{t}^{\mathbf{p}} & =\boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right), \\
\theta_{t}-\Delta \theta & =\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) .
\end{align*}\right.
$$

By the following lemma we show the existence of solutions to 6.3.1) and 6.3.2). In the rest of this chapter we prove that solution to the last system exists.

Lemma 6.3.1. For $p>3$, let $\tilde{\theta}_{0} \in L^{2}(\Omega), \boldsymbol{g} \in L^{\infty}\left(0, T, W^{2, p}\left(\Omega, \mathbb{R}^{3}\right)\right), g_{\theta} \in L^{2}\left(0, T, L^{2}(\partial \Omega)\right)$ and $f \in L^{\infty}\left(0, T, L^{p}\left(\Omega, \mathbb{R}^{3}\right)\right)$. Then there exists a solution to systems 6.3.1) and 6.3.2. Additionally, the following estimates hold:

$$
\begin{aligned}
&\|\tilde{\boldsymbol{u}}\|_{L^{\infty}\left(0, T, W^{2, p}(\Omega)\right)} \leq C_{1}\left(\left(\|\boldsymbol{g}\|_{L^{\infty}\left(0, T, W^{2, p}(\Omega)\right)}+\|\boldsymbol{f}\|_{L^{\infty}\left(0, T, L^{p}(\Omega)\right)}\right),\right. \\
&\|\tilde{\theta}\|_{L^{\infty}\left(0, T, L^{1}(\Omega)\right)}+\|\tilde{\theta}\|_{L^{2}\left(0, T, W^{1,2}(\Omega)\right)} \leq C_{2}\left(\left\|g_{\theta}\right\|_{L^{2}\left(0, T, L^{2}(\partial \Omega)\right)}+\left\|\tilde{\theta}_{0}\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

Moreover, $\tilde{\theta}$ belongs to $C\left([0, T], L^{2}(\Omega)\right)$ and the following estimate for Cauchy stress tensor holds

$$
\begin{equation*}
\|\tilde{\boldsymbol{T}}\|_{L^{\infty}(Q)} \leq C_{3}\left(\|\boldsymbol{g}\|_{L^{\infty}\left(0, T, W^{2, p}(\Omega)\right)}+\|\boldsymbol{f}\|_{L^{\infty}\left(0, T, L^{, p}(\Omega)\right)}\right) . \tag{6.3.4}
\end{equation*}
$$

Proof. The results for temperature were discussed in previous chapters, hence let us focus on existence of the elastostatic problem. The idea of proof is the same as in the proof of Lemma 4.3.1. The main difference between is that we require more regularity of Cauchy stress tensor $\tilde{\boldsymbol{T}}$. It is caused by usage of Minty-Browder trick in nonreflexive spaces and estimate 6.3.4 is crucial in the next steps of main Theorems proof.

Rewriting the solution in the form $\tilde{\boldsymbol{u}}=\tilde{\boldsymbol{u}}_{1}+\boldsymbol{g}$, we may replace finding $\tilde{\boldsymbol{u}}$ by finding $\tilde{\boldsymbol{u}}_{1}$, where it is a solution to system

$$
\left\{\begin{align*}
-\operatorname{div} \boldsymbol{D} \boldsymbol{\varepsilon}\left(\tilde{\boldsymbol{u}}_{1}\right) & =\boldsymbol{f}+\operatorname{div} \boldsymbol{D} \boldsymbol{\varepsilon}(\boldsymbol{g}) & & \text { in } \Omega \times(0, T),  \tag{6.3.5}\\
\tilde{\boldsymbol{u}}_{1} & =0 & & \text { on } \partial \Omega \times(0, T) .
\end{align*}\right.
$$

Function $\boldsymbol{f}+\operatorname{div} \boldsymbol{D} \boldsymbol{\varepsilon}(\boldsymbol{g})$ belongs to $L^{\infty}\left(0, T, L^{p}\left(\Omega, \mathbb{R}^{3}\right)\right)$. By 82, Theorem 7.1] we know that there exists an unique solution $\tilde{\boldsymbol{u}}_{1} \in L^{\infty}\left(0, T, W^{2, p}\left(\Omega, \mathbb{R}^{3}\right)\right)$. For $p>3$, using the general Sobolev inequalities [29, Theorem 6, p. 270] we obtain the inequality (6.3.4).

### 6.3.2 Boundedness of energy

Following the procedure presented in Chapter 2 we construct the approximate system of equations. Finite initial energy of the system implies the boundedness of approximate solutions. Let us start with estimates for potential energy, see Definition 1.4.1.
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Lemma 6.3.2. There exists a constant $C$ (uniform with respect to $k$ and $l$ ) such that

$$
\begin{gather*}
\mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right)(t)+\frac{2 c-d}{2} \int_{Q} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \mathrm{d} x \mathrm{~d} t \\
\quad+c \int_{Q} M\left(x, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \mathrm{~d} t \leq C, \tag{6.3.6}
\end{gather*}
$$

where $c$ is a constant Assumption 6.0 .1 and $d=\min (1, c)$. Moreover, constant $C$ depends on solution of additional problem 6.3.1 and potential energy in the initial time

$$
\begin{equation*}
C=\int_{Q} M\left(x, \frac{2}{d} \tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x \mathrm{~d} t+\mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right)(0) . \tag{6.3.7}
\end{equation*}
$$

Since $\tilde{\boldsymbol{T}}$ belongs to $L^{\infty}(Q)$, the constant $C$ in 6.3.2) is finite.
Proof. Let us start with calculating the time derivative of the potential energy $\mathcal{E}(t)$. For a.a. $t \in[0, T]$ we obtain

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right)= & \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)-\varepsilon_{k, l}^{\mathrm{p}}\right):\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)\right)_{t} \mathrm{~d} x \\
& -\int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)-\varepsilon_{k, l}^{\mathrm{p}}\right):\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} \mathrm{~d} x
\end{aligned}
$$

Terms on the right-hand side of abovementioned equation may be rewritten with application of approximate system of equations (2.2.8). Firstly, for each $n \leq k$ let us multiply 2.2 .8$)_{1}$ by $\left(\alpha_{k, l}^{n}\right)_{t}$. After summing over $n=1, \ldots, k$ we get

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{D}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right)-\varepsilon_{k, l}^{\mathrm{p}}\right):\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right)\right)_{t} \mathrm{~d} x=0 . \tag{6.3.8}
\end{equation*}
$$

Then for each $n \leq k$ let us multiply (2.2.8 $3_{3}$ by $\gamma_{k, l}^{n}$ and for each $m \leq l$ let us multiply $(2.2 .8)_{4}$ by $\delta_{k, l}^{n}$. Summing over $n=1, \ldots, k$ and $m=1, \ldots, l$ we obtain

$$
\begin{equation*}
\int_{\Omega}\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}: \boldsymbol{D}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right)-\boldsymbol{\varepsilon}_{k, l}^{\mathrm{p}}\right) \mathrm{d} x=\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l} \mathrm{~d} x . \tag{6.3.9}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right)=-\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l} \mathrm{~d} x \tag{6.3.10}
\end{equation*}
$$

and then

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathrm{p}}\right)= & -\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \\
& +\int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \tilde{\boldsymbol{T}}^{d} \mathrm{~d} x
\end{aligned}
$$

Thus, using Assumption 6.0.1 and Fenchel-Young inequality we estimate the changes of potential energy by

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \varepsilon_{k, l}^{\mathbf{p}}\right) \leq & -c\left(\int_{\Omega} M\left(x, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x+\int_{\Omega} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \mathrm{d} x\right) \\
& +\int_{\Omega} M\left(x, \frac{2}{d} \tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x+\int_{\Omega} M^{*}\left(x, \frac{d}{2} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \mathrm{d} x,
\end{aligned}
$$

where $d=\min (1, c)$. Then, by convexity of $N$-function, we obtain

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right) \leq & -c\left(\int_{\Omega} M\left(x, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x+\int_{\Omega} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \mathrm{d} x\right) \\
& +\int_{\Omega} M\left(x, \frac{2}{d} \tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x+\frac{d}{2} \int_{\Omega} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \mathrm{d} x
\end{aligned}
$$

Finally, integrating over time interval $(0, t)$, with $0 \leq t \leq T$ we obtain

$$
\begin{aligned}
\mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right)(t) & +c \int_{Q} M\left(x, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \mathrm{~d} t+\frac{2 c-d}{2} \int_{Q} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) \mathrm{d} x \mathrm{~d} t \\
& \leq \int_{Q} M\left(x, \frac{2}{d} \tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x \mathrm{~d} t+\mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right), \boldsymbol{\varepsilon}_{k, l}^{\mathbf{p}}\right)(0)
\end{aligned}
$$

which completes the proof.
Remark. From Lemma6.3.2 we know that the sequence $\left\{\boldsymbol{T}_{k, l}^{d}\right\}$ is uniformly bounded in $L_{M}\left(Q, \mathcal{S}^{3}\right)$ with respect to $k$ and $l$, as well as the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ is uniformly bounded in the space $L_{M^{*}}\left(Q, \mathcal{S}^{3}\right)$ with respect to $k$ and $l$. Hence, using the Fenchel-Young inequality, the sequence $\left\{\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ is uniformly bounded in $L^{1}(Q)$.

Remark. On basis of Lemma 6.3.2 the sequence $\left\{\boldsymbol{T}_{k, l}\right\}$ is uniformly bounded in $L^{\infty}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$ and in particular in $L^{2}\left(0, T, L^{2}\left(\Omega, \mathcal{S}^{3}\right)\right)$.

The following lemma is similar to Lemma 4.3 .3 and Lemma 5.2.2. In the proof we use the projections, see Definition 2.1.2. The differences in the estimates are caused by looking for the solutions in another functional spaces.

Lemma 6.3.3. The sequence $\left\{\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}\right\}$ is uniformly bounded in $L^{1}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right)$ with respect to $l$.

Proof. Let $\boldsymbol{\varphi} \in L^{\infty}\left(0, T, H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)$. Since $\left(P^{k}+P_{L^{2}}^{l, k}\right)\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}=\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}$ we may estimate as follows

$$
\begin{align*}
\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t & =\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t},\left(P^{k}+P_{L^{2}}^{l, k}\right) \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t  \tag{6.3.11}\\
& \leq \int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, P^{k} \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t+\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, P_{L^{2}}^{l, k} \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t
\end{align*}
$$

Thus

$$
\begin{align*}
\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}, \boldsymbol{\varphi}\right) \boldsymbol{D}\right| \mathrm{d} t \leq & \int_{0}^{T}\left|\int_{\Omega} \boldsymbol{D} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) P^{k} \boldsymbol{\varphi} \mathrm{~d} x\right| \mathrm{d} t \\
& +\int_{0}^{T}\left|\int_{\Omega} \boldsymbol{D} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) P_{L^{2}}^{l, k} \boldsymbol{\varphi} \mathrm{~d} x\right| \mathrm{d} t \\
\leq & d \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(\Omega)}\left\|P^{k} \boldsymbol{\varphi}\right\|_{L^{\infty}(\Omega)} \mathrm{d} t \\
& +d \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(\Omega)}\left\|\left(P_{H^{s}}^{l, k} \circ\left(I d-P^{k}\right)\right) \boldsymbol{\varphi}\right\|_{L^{\infty}(\Omega)} \mathrm{d} t . \tag{6.3.12}
\end{align*}
$$

As $s \in\left(\frac{3}{2}, 2\right]$, then by Sobolev inequality we get $\left\|P_{H^{s}}^{l, k} \varphi\right\|_{L^{\infty}(\Omega)} \leq \tilde{c}\left\|P_{H^{s}}^{l, k} \varphi\right\|_{H^{s}(\Omega)}$ and $\left\|P^{k} \varphi\right\|_{L^{\infty}(\Omega)} \leq$ $\tilde{c}\left\|P^{k} \varphi\right\|_{H^{s}(\Omega)}$, where $\tilde{c}$ is an optimal embedding constant. Then, we may proceed similarly as in the proof of Lemma 4.3.3

$$
\begin{align*}
\int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, \boldsymbol{\varphi}\right)_{\boldsymbol{D}}\right| \mathrm{d} t \leq & d \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(\Omega)}\left\|P^{k} \boldsymbol{\varphi}\right\|_{H^{s}(\Omega)} \mathrm{d} t \\
& +d \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(\Omega)}\left\|\left(P_{H^{s}}^{l, k} \circ\left(I d-P^{k}\right)\right) \boldsymbol{\varphi}\right\|_{H^{s}(\Omega)} \mathrm{d} t \\
\leq & d c(k) \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(\Omega)}\|\boldsymbol{\varphi}\|_{H^{s}(\Omega)} \mathrm{d} t \\
& +d c(k) \tilde{c} \int_{0}^{T}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l} \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(\Omega)}\|\boldsymbol{\varphi}\|_{H^{s}(\Omega)} \mathrm{d} t \\
\leq & 2 d c \tilde{c}\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(Q)}\|\boldsymbol{\varphi}\|_{L^{\infty}\left(0, T, H^{s}(\Omega)\right)} . \tag{6.3.13}
\end{align*}
$$

It is obvious that $\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\|_{L^{1}(Q)}$ is bounded. Hence, there exists $C>0$ such that

$$
\begin{equation*}
\sup _{\substack{\varphi \in L^{\infty}\left(0, T, H^{s}(\Omega)\right) \\\|\varphi\|_{L^{\infty}\left(0, T, H^{s}(\Omega)\right)} \leq 1}} \int_{0}^{T}\left|\left(\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}, \varphi\right)_{\boldsymbol{D}}\right| \mathrm{d} t \leq C(k), \tag{6.3.14}
\end{equation*}
$$

and hence the sequence $\left\{\left(\varepsilon_{k, l}^{\mathbf{p}}\right)_{t}\right\}$ is uniformly bounded in $L^{1}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right)$.

Since $\left\{\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ is uniformly bounded in $L^{1}(Q)$ the lemmas for temperature remain the same as in models mentioned previously. Estimates in Lemma 6.3.5 depend on $k$ and it forces us to use two level Galerkin approximation.

Lemma 6.3.4. The sequence $\left\{\theta_{k, l}\right\}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$ with respect to $k$ and $l$.

Lemma 6.3.5. There exists a constant $C$, depending on the domain $\Omega$ and the time interval $(0, T)$, such that for every $k \in \mathbb{N}$

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\left\|\theta_{k, l}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\theta_{k, l}\right\|_{L^{2}\left(0, T, W^{1,2}(\Omega)\right)}^{2}+\left\|\left(\theta_{k, l}\right)\right\|_{L^{2}\left(0, T, W^{-1,2}(\Omega)\right)}^{2} \\
& \quad \leq C\left(\left\|\mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right)\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}^{2}+\left\|\mathcal{T}_{k}\left(\theta_{0}\right)\right\|_{L^{2}(\Omega)}^{2}\right) \tag{6.3.15}
\end{align*}
$$

We observe that the uniform boundedness of solutions (Lemma 6.3.2 and Lemma 6.3.5) implies the global existence of approximate solutions. For each $n=1, \ldots, k$ and $m=1, \ldots, l$ the solutions $\left\{\alpha_{k, l}^{n}(t), \beta_{k, l}^{m}(t), \gamma_{k, l}^{n}(t), \delta_{k, l}^{m}(t)\right\}$ exist on the whole time interval $[0, T]$.

### 6.3.3 Limit passage $l \rightarrow \infty$ and uniform estimates

Multiplying 2.2.8 by time dependent test functions $\varphi_{1}(t), \varphi_{2}(t), \varphi_{3}(t) \in C^{\infty}([0, T])$ and $\varphi_{4}(t) \in$ $C_{c}^{\infty}([-\infty, T))$ and then after integration over time interval $(0, T)$, we obtain the following system
of equations

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \boldsymbol{T}_{k, l}: \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{1}(t) \mathrm{d} x \mathrm{~d} t=0 \\
& \int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}: \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l} \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{m}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t \\
& \int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t}: \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l} \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t  \tag{6.3.16}\\
& \quad-\int_{0}^{T} \int_{\Omega} \theta_{k, l} v_{m} \varphi_{4}^{\prime}(t) \mathrm{d} x \mathrm{~d} t-\int_{\Omega} \theta_{0, k, l}(x) v_{m} \varphi_{4}(0) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k, l} \cdot \nabla v_{m} \varphi_{4}(t) \mathrm{d} x \mathrm{~d} t \\
& \quad=\int_{0}^{T} \int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right) v_{m} \varphi_{4}(t) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

where the first and the second equation hold for $n=1, \ldots, k$ and the third and the fourth hold for $m=1, \ldots, l$. Moreover, it holds $\boldsymbol{T}_{k, l}=\boldsymbol{D}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k, l}\right)-\boldsymbol{\varepsilon}_{k, l}^{\mathrm{p}}\right)$.

Uniform boundedness proved in previous section implies that the following convergences holds

$$
\begin{array}{cl}
\boldsymbol{T}_{k, l} \rightharpoonup \boldsymbol{T}_{k} & \text { weakly in } L^{2}\left(Q, \mathcal{S}^{3}\right), \\
\boldsymbol{T}_{k, l}^{d} \rightharpoonup^{*} \boldsymbol{T}_{k}^{d} & \text { weakly* in } L_{M}\left(Q, \mathcal{S}_{d}^{3}\right), \\
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l} \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \rightharpoonup^{*} \boldsymbol{\chi}_{k} & \text { weakly* in } L_{M^{*}}\left(Q, \mathcal{S}_{d}^{3}\right),  \tag{6.3.17}\\
\theta_{k, l} \rightharpoonup \theta_{k} & \text { weakly in } L^{2}\left(0, T, W^{1,2}(\Omega)\right), \\
\theta_{k, l} \rightarrow \theta_{k} & \text { a.e. in } \Omega \times(0, T), \\
\left(\varepsilon_{k, l}^{\mathrm{p}}\right)_{t} \rightharpoonup\left(\varepsilon_{k}^{\mathrm{p}}\right)_{t} & \text { weakly in } L^{1}\left(0, T,\left(H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)^{\prime}\right),
\end{array}
$$

with $l \rightarrow \infty$ and with the use of appropriate subsequences if it is necessary. Using these convergences we pass to the limit in 6.3 .16 with $l \rightarrow \infty$. Then, for $n=1, \ldots, k$ and $m \in \mathbb{N}$, it holds

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega} \boldsymbol{T}_{k}: \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{n}\right) \varphi_{1}(t) \mathrm{d} x \mathrm{~d} t & =0 \\
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{m}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t & =\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{\varepsilon}\left(\boldsymbol{w}_{m}\right) \varphi_{2}(t) \mathrm{d} x \mathrm{~d} t  \tag{6.3.18}\\
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t & =\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{\zeta}_{m}^{k} \varphi_{3}(t) \mathrm{d} x \mathrm{~d} t .
\end{align*}
$$

Moreover, $\left\{\varepsilon\left(\boldsymbol{w}_{n}\right), \boldsymbol{\zeta}_{m}\right\}_{n=1, . ., k ; m=1, \ldots, \infty}$ is a base of whole space $H^{s}\left(\Omega, \mathcal{S}^{3}\right)$ and abomentioned equations can be replaced by

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}: \boldsymbol{\zeta} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{\zeta} \mathrm{d} x \mathrm{~d} t \tag{6.3.19}
\end{equation*}
$$

for $\boldsymbol{\zeta} \in L^{\infty}\left(0, T, H^{s}\left(\Omega, \mathcal{S}^{3}\right)\right)$. To show that 6.3.19) holds also for all $\boldsymbol{\zeta} \in L_{M}\left(Q, \mathcal{S}^{3}\right)$ we proceed similarly as in [35, 37, 48].

It still remains to make the limit passage in (6.3.16 (5) and to identify the weak limit $\boldsymbol{\chi}$. As we know the same problems appeared in models considered previously. For this purpose, we repeat three-step method presented in Chapter 5.

All calculations in three-step method for Norton-Hoff-type model and model with growth conditions in generalized Orlicz spaces are significantly different. Only some parts of proof of

Lemma 6.3.6 are the same as those related to Norton-Hoff-type models. We skip these parts and for more details we refer the reader to Chapter 4 . To prove the limiting inequality we use lemmas presented in Section6.1. In the second step we use Minty-Browder trick for Orlicz space, see 84. And finally, to show the convergence of $\left\{\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ we use biting limit and Young measures tools.

Step 1. Limiting inequality.
Lemma 6.3.6. The following inequality holds for the solution of approximate systems.

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \int_{0}^{\tau} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{\tau} \int_{\Omega} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t . \tag{6.3.20}
\end{equation*}
$$

for every $\tau \in(0, T)$.
Proof. At the beginning of the proof procedure is the same as in proof of Lemma 4.3.6. We multiply 6.3.10 by function $\psi_{\mu, \tau}(t)$, see 4.3.29, and then all of the computation proceed the same way as previously. The difference appears when we want to make a limit passage with $\epsilon \rightarrow 0$ in the following equation

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) * \eta_{\epsilon}:\left(\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) * \eta_{\epsilon}\right)_{t} \mathrm{~d} x \mathrm{~d} t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{\chi}_{k} * \eta_{\epsilon}: \boldsymbol{T}_{k}^{d} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{6.3.21}
\end{equation*}
$$

Since $\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k}\right)-\boldsymbol{\varepsilon}_{k}^{\mathbf{p}}$ belongs to $L^{2}\left(Q, \mathcal{S}^{3}\right)$ we may pass to the limit on the left-hand side of equation (6.3.21), but to make a limit passage on right-hand side we should use lemmas presented in Section 6.1.

From Lemma 6.1.7 sequences $\left\{M\left(x, \boldsymbol{T}_{k}^{d} * \eta_{\epsilon}\right)\right\}$ and $\left\{M^{*}\left(x, \boldsymbol{\chi}_{k} * \eta_{\epsilon}\right)\right\}$ are uniformly integrable. Moreover, $\left\{\boldsymbol{T}_{k}^{d} * \eta_{\epsilon}\right\}_{\epsilon}$ converges in measure to $\boldsymbol{T}_{k}^{d}$ and $\left\{\boldsymbol{\chi}_{k} * \eta_{\epsilon}\right\}_{\epsilon}$ converges in measure to $\boldsymbol{\chi}_{k}$ (by Lemma 6.1.6) as $\epsilon$ goes to 0 . Uniform integrability of the sequence and convergence in measure of this sequence implies (by Lemma 6.1.3) that

$$
\begin{array}{lc}
\boldsymbol{T}_{k}^{d} * \eta_{\epsilon} \xrightarrow{M} \boldsymbol{T}_{k}^{d} \quad \text { modularly in } L_{M}(Q), \\
\boldsymbol{\chi}_{k} * \eta_{\epsilon} \xrightarrow{M^{*}} \boldsymbol{\chi}_{k} \quad \text { modularly in } L_{M^{*}}(Q), \tag{6.3.22}
\end{array}
$$

as $\epsilon \rightarrow 0$. Then, using Lemma 6.1.5 we complete the limit passage in 6.3.21) and we obtain

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} \boldsymbol{D}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right):\left.\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} x\right|_{t_{1}} ^{t_{2}}=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \chi_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t \tag{6.3.23}
\end{equation*}
$$

The rest part of the proof is similar to proof of Lemma 4.3.6, hence we omit this part.

Step 2. Minty-Browder tick.
Let us take $s \in(0, T]$ and let us define $Q^{s}=\Omega \times(0, s)$. By monotonicity condition of function $\boldsymbol{G}(\theta, \cdot)$ we obtain

$$
\begin{align*}
& \int_{Q^{s}}\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq 0  \tag{6.3.24}\\
& \forall \boldsymbol{W}^{d} \in L^{\infty}\left(Q, \mathcal{S}_{d}^{3}\right) .
\end{align*}
$$

Lemma 6.3.6 yields

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \int_{Q^{s}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{T}_{k, l}^{d} \mathrm{~d} x \mathrm{~d} t \leq \int_{Q^{s}} \boldsymbol{\chi}_{k}: \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t \tag{6.3.25}
\end{equation*}
$$

Since $\boldsymbol{W}^{d}$ belongs to $L^{\infty}(Q)$, then it belongs also to $E_{M}(Q)$. By weak* convergence of $\{\boldsymbol{G}(\tilde{\theta}+$ $\left.\left.\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ in $L_{M^{*}}(Q)$ we get

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \int_{Q^{s}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right): \boldsymbol{W}^{d} \mathrm{~d} x \mathrm{~d} t=\int_{Q^{s}} \boldsymbol{\chi}_{k}: \boldsymbol{W}^{d} \mathrm{~d} x \mathrm{~d} t . \tag{6.3.26}
\end{equation*}
$$

Now, we focus on the convergence of the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\}$. By pointwise convergence of $\left\{\theta_{k, l}\right\}$ we get pointwise convergence of $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\}$. Furthermore, from the Assumption 6.0.1 and non-negativity of $N$-functions we get

$$
\begin{equation*}
\left|\tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right| \geq c \frac{M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right)}{\left|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right|} . \tag{6.3.27}
\end{equation*}
$$

$\tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}$ belongs to $L^{\infty}\left(Q, \mathcal{S}_{d}^{3}\right)$ and $M^{*}$ is an $N$-function. This implies that the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\}$ belongs to $L^{\infty}\left(Q, \mathcal{S}_{d}^{3}\right)$ and by Lemma 6.1.3 we obtain

$$
\begin{equation*}
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right) \xrightarrow{M^{*}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right), \tag{6.3.28}
\end{equation*}
$$

modularly in $L_{M^{*}}(Q)$. Then

$$
\begin{align*}
& \int_{Q^{s}}\left|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k}^{d}-\boldsymbol{W}^{d}\right)\right| \mathrm{d} x \mathrm{~d} t \\
& \leq \int_{Q^{s}}\left|\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}^{d}\right)\right| \mathrm{d} x \mathrm{~d} t  \tag{6.3.29}\\
&+\int_{Q^{s}}\left|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right)\right| \mathrm{d} x \mathrm{~d} t .
\end{align*}
$$

Finally, using Hölder inequality (Lemma 6.1.2) we get

$$
\begin{align*}
\int_{Q^{s}} \mid \boldsymbol{G}(\tilde{\theta}+ & \left.\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k}^{d}-\boldsymbol{W}^{d}\right) \mid \mathrm{d} x \mathrm{~d} t \\
\leq & 2\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\|_{L, M^{*}}\left\|\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}^{d}\right\|_{L, M}  \tag{6.3.30}\\
& +\int_{Q^{s}}\left|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right)\right| \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

Since $\left\|\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}^{d}\right\|_{L, M}$ is uniformly bounded, $\left\|\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\|_{L, M^{*}} \rightarrow 0$ $\left(M^{*}\right.$ satisfies $\Delta_{2}$-condition and the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right\}$ convergence to $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\right.$ $\left.\boldsymbol{W}^{d}\right)$ in modular) and $\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d} \rightharpoonup 0$ in $L_{M}\left(Q, \mathcal{S}_{d}^{3}\right)$ as $l$ goes to $\infty$, the right-hand side of (6.3.30) goes to 0 as $l$ goes to $\infty$ and we obtain

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \int_{Q^{s}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{W}^{d}\right) \mathrm{d} x \mathrm{~d} t=\int_{Q^{s}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right):\left(\boldsymbol{T}_{k}^{d}-\boldsymbol{W}^{d}\right) \mathrm{d} x \mathrm{~d} t \tag{6.3.31}
\end{equation*}
$$

Therefore, passing to the limit with $l \rightarrow \infty$ in (6.3.24, we get

$$
\begin{equation*}
\int_{Q^{s}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{W}^{d}\right)\right):\left(\boldsymbol{T}_{k}^{d}-\boldsymbol{W}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq 0 \quad \forall \boldsymbol{W}^{d} \in L^{\infty}\left(Q^{s}, \mathcal{S}^{3}\right) \tag{6.3.32}
\end{equation*}
$$
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For $j>0$ let us define the set

$$
\begin{equation*}
Q_{j}=\left\{(t, x) \in Q^{s}:\left|\boldsymbol{T}_{k}^{d}\right| \leq j \text { a.e. in } Q^{s}\right\} . \tag{6.3.33}
\end{equation*}
$$

Let us use the notation $\mathbf{1}_{H}$ for characteristic function of set $H$. Then, for arbitrary $0<j<i$ and $h>0$ we define function

$$
\begin{equation*}
\boldsymbol{W}^{d}=-\tilde{\boldsymbol{T}}^{d} \mathbf{1}_{Q^{s} \backslash Q_{i}}+\boldsymbol{T}_{k}^{d} \mathbf{1}_{Q_{i}}+h \boldsymbol{U}^{d} \mathbf{1}_{Q_{j}} \tag{6.3.34}
\end{equation*}
$$

where $\boldsymbol{U}^{d} \in L^{\infty}\left(Q, \mathcal{S}^{3}\right)$. We use this function as a test function in 6.3.32 and get

$$
\begin{align*}
& \int_{Q^{s}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}-\tilde{\boldsymbol{T}}^{d} \mathbf{1}_{Q^{s} \backslash Q_{i}}+\boldsymbol{T}_{k}^{d} \mathbf{1}_{Q_{i}}+h \boldsymbol{U}^{d} \mathbf{1}_{Q_{j}}\right)\right):  \tag{6.3.35}\\
&\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d} \mathbf{1}_{Q^{s} \backslash Q_{i}}-\boldsymbol{T}_{k}^{d} \mathbf{1}_{Q_{i}}-h \boldsymbol{U}^{d} \mathbf{1}_{Q_{j}}\right) \mathrm{d} x \mathrm{~d} t \geq 0
\end{align*}
$$

Since $Q_{j} \subset Q_{i} \subset Q^{s}$ we get

$$
\begin{align*}
& \quad-h \int_{Q_{j}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}+h \boldsymbol{U}^{d}\right)\right): \boldsymbol{U}^{d} \mathrm{~d} x \mathrm{~d} t \\
& +\int_{Q_{i} \backslash Q_{j}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{T}_{k}^{d}-\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t  \tag{6.3.36}\\
& \\
& \quad+\int_{Q^{s} \backslash Q_{i}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \mathbf{0}\right)\right):\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq 0
\end{align*}
$$

By Assumptions 6.0.1 we know that $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \mathbf{0}\right)=\mathbf{0}$ a.e. in $\Omega$. Hence

$$
\begin{equation*}
-h \int_{Q_{j}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}+h \boldsymbol{U}^{d}\right)\right): \boldsymbol{U}^{d} \mathrm{~d} x \mathrm{~d} t+\int_{Q^{s} \backslash Q_{i}} \boldsymbol{\chi}_{k}:\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq 0 . \tag{6.3.37}
\end{equation*}
$$

Moreover, from the definition of characteristic function

$$
\begin{equation*}
\int_{Q^{s} \backslash Q_{i}} \boldsymbol{\chi}_{k}:\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x \mathrm{~d} t=\int_{Q}\left(\boldsymbol{\chi}_{k}:\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right)\right) \mathbf{1}_{Q^{s} \backslash Q_{i}} \mathrm{~d} x \mathrm{~d} t . \tag{6.3.38}
\end{equation*}
$$

Since $\int_{Q} \chi_{k}:\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right)<\infty$ and $\left(\chi_{k}:\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right)\right) \mathbf{1}_{Q^{s} \backslash Q_{i}} \rightarrow 0$ a.e. in $Q$ as $i$ goes to $\infty$, Lebesgue's dominated convergence theorem implies that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \int_{Q^{s} \backslash Q_{i}} \boldsymbol{\chi}_{k}:\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right) \mathrm{d} x \mathrm{~d} t=0 \tag{6.3.39}
\end{equation*}
$$

Passing to the limit with $i$ going to $\infty$ in (6.3.37) and by dividing by $h$ we obtain

$$
\begin{equation*}
\int_{Q_{j}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}+h \boldsymbol{U}^{d}\right)\right): \boldsymbol{U}^{d} \mathrm{~d} x \mathrm{~d} t \leq 0 \tag{6.3.40}
\end{equation*}
$$

Since $\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}+h \boldsymbol{U}^{d}$ goes to $\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}$ a.e. in $Q$ when $h \rightarrow 0^{+},\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}+h \boldsymbol{U}^{d}\right)\right\}_{h>0}$ is uniformly bounded in $L_{M^{*}}\left(Q_{j}, \mathcal{S}^{3}\right)$, we conclude that

$$
\begin{equation*}
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}+h \boldsymbol{U}^{d}\right) \rightharpoonup^{*} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \tag{6.3.41}
\end{equation*}
$$

in $L_{M^{*}}\left(Q_{j}, \mathcal{S}^{3}\right)$ as $h$ goes to $0^{+}$. Consequently, passing to the limit with $h$ going to $0^{+}$in (6.3.40) we obtain

$$
\begin{equation*}
\int_{Q_{j}}\left(\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right): \boldsymbol{U}^{d} \mathrm{~d} x \mathrm{~d} t \leq 0 \tag{6.3.42}
\end{equation*}
$$

for all $\boldsymbol{U}^{d} \in L^{\infty}\left(Q, \mathcal{S}_{d}^{3}\right)$, so taking

$$
\boldsymbol{U}^{d}= \begin{cases}\frac{\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)}{\left|\boldsymbol{\chi}_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right|} & \text { when } \boldsymbol{\chi}_{k} \neq \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right),  \tag{6.3.43}\\ 0 & \text { when } \boldsymbol{\chi}_{k}=\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right),\end{cases}
$$

we obtain

$$
\begin{equation*}
\int_{Q_{j}}\left|\chi_{k}-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right| \mathrm{d} x \mathrm{~d} t \leq 0 \tag{6.3.44}
\end{equation*}
$$

i.e. $\boldsymbol{\chi}_{k}=\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)$ a.e. in $Q_{j}$. Arbitrary choice of $j>0$ and of $0 \leq s \leq T$ implies that $\chi_{k}=\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)$ a.e. in $Q$.

Step 3. Limit of right-hand side of heat equations.
The idea how to prove the convergence of right-hand side of heat equation came from paper of Gwiazda et al. [40]. Let us denote by $\xrightarrow{b}$ the biting limit used, cf. [8].
Definition 6.3.1 (Biting limit). Let $\left\{f^{\nu}\right\}$ be a bounded sequence in $L^{1}(Q)$. We say that $f \in$ $L^{1}(Q)$ is a biting limit of subsequence $\left\{f^{\nu}\right\}$, we denote $f^{\nu} \xrightarrow{b} f$, if there exists nonincreasing sequence $\left\{E_{k}\right\}$ with $E_{k} \subset Q$ and $\lim _{k \rightarrow \infty}\left|E_{k}\right|=0$, such that $f^{\nu}$ convergence weakly to $f$ in $L^{1}\left(Q \backslash E_{k}\right)$ for every fixed $k$.

The following Lemma and its proof came from 40.
Lemma 6.3.7 (Lemma 4.6 from (40]). Let $a_{n} \in L^{1}(Q)$ and let $0 \leq a_{0} \in L^{1}(Q)$ and

$$
\begin{equation*}
a_{n} \geq-a_{0}, \quad a_{n} \xrightarrow{b} a \quad \text { and } \quad \limsup _{n \rightarrow \infty} \int_{Q} a_{n} \mathrm{~d} x \mathrm{~d} t \leq \int_{Q} a \mathrm{~d} x \mathrm{~d} t \tag{6.3.45}
\end{equation*}
$$

then

$$
\begin{equation*}
a_{n} \rightharpoonup a \quad \text { weakly in } L^{1}(Q) \tag{6.3.46}
\end{equation*}
$$

Proof. By [4, Theorem 2.5] there exists subsequence $\left\{a_{n_{s u p}}\right\}$ which converges weakly* in $\mathcal{M}(Q)$ to $\lim \sup _{n \rightarrow \infty} \int_{Q} a_{n} \mathrm{~d} x \mathrm{~d} t$, and also there exists a nonegative measure $\bar{a}$ such that

$$
\begin{equation*}
a_{n_{s u p}} \rightharpoonup * a+\bar{a} \quad \text { in } \mathcal{M}(Q) \tag{6.3.47}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{Q} a_{n_{s u p}} \mathrm{~d} x \mathrm{~d} t \rightarrow \int_{Q} a \mathrm{~d} x \mathrm{~d} t+\int_{Q} \bar{a} \mathrm{~d} x \mathrm{~d} t, \tag{6.3.48}
\end{equation*}
$$

as $n_{\text {sup }} \rightarrow \infty$. Since $\limsup \sup _{n \rightarrow \infty} \int_{Q} a_{n} \mathrm{~d} x \mathrm{~d} t \leq \int_{Q} a \mathrm{~d} x \mathrm{~d} t$, we obtain that $\int_{Q} \bar{a} d x d t=0$. Therefore, $\bar{a}=0$ as a measure. Thus, by [4, Theorem 2.9 (ii)] the sequence $a_{n}$ converges weakly to $a$ in $L^{1}(Q)$ with $n \rightarrow \infty$.
Lemma 6.3.8. For each $k \in \mathbb{N}$ sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}_{l=1}^{\infty}$ converges weakly to $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)$ in $L^{1}(Q)$.
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Proof. Using the Assumption 6.0.1. Frechet-Young inequality and convexity of $N$-functions, we get

$$
\begin{align*}
& c\left(M\left(x, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)+M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right)\right) \\
&\left.\leq \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \\
& \leq M\left(x, \frac{2}{d}\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right)+M^{*}\left(x, \frac{d}{2} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right)  \tag{6.3.49}\\
& \leq M\left(x, \frac{2}{d}\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right)+\frac{d}{2} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right),
\end{align*}
$$

where $d=\min (c, 1)$. And finally

$$
\begin{equation*}
c M\left(x, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)+\frac{2 c-d}{2} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \leq M\left(x, \frac{2}{d}\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) . \tag{6.3.50}
\end{equation*}
$$

Hence the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right\}$ is uniformly bounded in $L_{M^{*}}(Q)$. Using monotonicity of function $\boldsymbol{G}(\cdot, \cdot)$ with respect to the second variable, we get

$$
\begin{equation*}
0 \leq\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right) . \tag{6.3.51}
\end{equation*}
$$

Right-hand side of abovmentioned inequality is uniformly bounded in $L^{1}(Q)$. Thus, there exists the Young measure denoted by $\mu_{x, t}(\cdot, \cdot)$, see Theorem 4.1.1. such that the following converges hold

$$
\begin{align*}
& \left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right) \\
& \quad \xrightarrow{b} \int_{\mathbb{R} \times \mathbb{R}^{3 \times 3}}\left(\boldsymbol{G}(s, \boldsymbol{\lambda})-\boldsymbol{G}\left(s, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{\lambda}-\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) d \mu_{x, t}(s, \boldsymbol{\lambda}) . \tag{6.3.52}
\end{align*}
$$

Using Lemma 4.1.3 we obtain that the measure $\mu_{x, t}(s, \boldsymbol{\lambda})$ can be presented in the form $\delta_{\tilde{\theta}+\theta_{k}} \otimes$ $\nu_{x, t}(\boldsymbol{\lambda})$. Then

$$
\begin{align*}
\int_{\mathbb{R} \times \mathbb{R}^{3 \times 3}} & \left(\boldsymbol{G}(s, \boldsymbol{\lambda})-\boldsymbol{G}\left(s, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{\lambda}-\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) d \mu_{x, t}(s, \boldsymbol{\lambda}) \\
= & \int_{\mathbb{R}^{3 \times 3}}\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \boldsymbol{\lambda}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{\lambda}-\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) d \nu_{x, t}(\boldsymbol{\lambda})  \tag{6.3.53}\\
= & \int_{\mathbb{R}^{3 \times 3}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \boldsymbol{\lambda}\right):\left(\boldsymbol{\lambda}-\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) d \nu_{x, t}(\boldsymbol{\lambda}) \\
& -\int_{\mathbb{R}^{3 \times 3}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\boldsymbol{\lambda}-\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) d \nu_{x, t}(\boldsymbol{\lambda}) .
\end{align*}
$$

Since sequence $\left\{\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right\}$ generate the measure $d \nu_{x, t}(\cdot)$ then $\int_{\mathbb{R}^{3 \times 3}} \boldsymbol{\lambda} d \nu_{x, t}(\boldsymbol{\lambda})=\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}$. The second term in abovementioned equation disappears. Indeed,

$$
\begin{align*}
&-\int_{\mathbb{R}^{3 \times 3}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\boldsymbol{\lambda}-\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) d \nu_{x, t}(\boldsymbol{\lambda}) \\
&=-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\int_{\mathbb{R}^{3 \times 3}} \boldsymbol{\lambda} d \nu_{x, t}(\boldsymbol{\lambda})-\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \tag{6.3.54}
\end{align*}
$$

Moreover, uniform boundedness of the sequence $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)\right\}$ in $L^{1}(Q)$ implies that

$$
\begin{align*}
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) & \stackrel{b}{\rightarrow} \int_{\mathbb{R} \times \mathbb{R}^{3 \times 3}} \boldsymbol{G}(s, \boldsymbol{\lambda}): \boldsymbol{\lambda} d \mu_{x, t}(s, \boldsymbol{\lambda})  \tag{6.3.55}\\
& =\int_{\mathbb{R}^{3 \times 3}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \boldsymbol{\lambda}\right): \boldsymbol{\lambda} d \nu_{x, t}(\boldsymbol{\lambda}) .
\end{align*}
$$

Hence, by positivity of $\boldsymbol{G}\left(\tilde{\theta}+\cdot, \tilde{\boldsymbol{T}}^{d}+\cdot\right):\left(\tilde{\boldsymbol{T}}^{d}+\cdot\right)$ and using Lemma 4.1.2 we get

$$
\begin{equation*}
\liminf _{l \rightarrow \infty} \int_{Q} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq \int_{Q} \int_{\mathbb{R}^{3}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \boldsymbol{\lambda}\right): \boldsymbol{\lambda} d \nu_{x, t}(\boldsymbol{\lambda}) \mathrm{d} x \mathrm{~d} t \tag{6.3.56}
\end{equation*}
$$

Lemma 6.3.6 and knowledge that $\boldsymbol{\chi}_{k}=\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)$ a.e. in $Q$ imply that

$$
\begin{equation*}
\int_{Q} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \mathrm{d} x \mathrm{~d} t \geq \int_{Q} \int_{\mathbb{R}^{3}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \boldsymbol{\lambda}\right): \boldsymbol{\lambda} d \nu_{x, t}(\boldsymbol{\lambda}) \mathrm{d} x \mathrm{~d} t . \tag{6.3.57}
\end{equation*}
$$

Since $\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)=\int_{\mathbb{R}^{3}} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \boldsymbol{\lambda}\right) d \nu_{x, t}(\boldsymbol{\lambda})$ and (6.3.51) holds, we obtain

$$
\begin{equation*}
\left(\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right)-\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right) \xrightarrow{b} 0 . \tag{6.3.58}
\end{equation*}
$$

Using biting limit once more we get

$$
\begin{equation*}
\left.\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right):\left(\boldsymbol{T}_{k, l}^{d}-\boldsymbol{T}_{k}^{d}\right) \xrightarrow{b} 0, \tag{6.3.59}
\end{equation*}
$$

with $l \rightarrow \infty$. Hence

$$
\begin{equation*}
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k, l}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k, l}^{d}\right):\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right) \xrightarrow{b} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\boldsymbol{T}_{k}^{d}+\tilde{\boldsymbol{T}}^{d}\right) . \tag{6.3.60}
\end{equation*}
$$

with $l \rightarrow \infty$. Using Lemma 6.3.7 we complete the proof.
Thus, we pass to the limit with $l \rightarrow \infty$ in (6.3.16 (5)

$$
\begin{gather*}
-\int_{0}^{T} \int_{\Omega} \theta_{k} v_{m}\left(\varphi_{4}(t)\right)_{t} \mathrm{~d} x \mathrm{~d} t+\int_{\Omega} \theta_{k}(x, 0) \varphi_{4}(x, 0) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \nabla \theta_{k} \cdot \nabla v_{m} \varphi_{4}(t) \mathrm{d} x \mathrm{~d} t  \tag{6.3.61}\\
=\int_{0}^{T} \int_{\Omega} \mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{G}\left(\theta_{k}+\tilde{\theta}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) v_{m} \varphi_{4}(t) \mathrm{d} x \mathrm{~d} t
\end{gather*}
$$

We finish this section with two lemmas. We prove the uniform boundedness of the sequences $\left\{\varepsilon_{k}^{\mathrm{p}}\right\}$ and $\left\{\boldsymbol{u}_{k}\right\}$ in proper spaces. This allows us to make the limit passage with second parameter in the next section.

Lemma 6.3.9. The sequence $\left\{\varepsilon_{k}^{\mathrm{p}}\right\}$ is uniformly bounded in $L_{M^{*}}\left(Q, \mathcal{S}_{d}^{3}\right)$. Moreover, sequence $\left\{\left(\varepsilon_{k}^{\mathrm{p}}\right)_{t}\right\}$ is also uniformly bounded in $L_{M^{*}}\left(Q, \mathcal{S}_{d}^{3}\right)$.
Proof. Let us consider the equation for the evolution of the visco-elastic strain tensor

$$
\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t}=\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)
$$

Hence

$$
\varepsilon_{k}^{\mathbf{p}}(x, t)=\varepsilon_{k}^{\mathbf{p}}(x, 0)+\int_{0}^{t}\left(\varepsilon_{k}^{\mathbf{p}}(x, s)\right)_{s} \mathrm{~d} s
$$

Integrating the value of $M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}(x, t)\right)$ over cylinder $Q$ and using $\Delta_{2}$-condition of $N$-function $M^{*}$ (6.1.5) we get

$$
\begin{aligned}
\int_{Q} M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}(x, t)\right) \mathrm{d} x \mathrm{~d} t & \leq c \int_{Q} M^{*}\left(x, \frac{1}{2} \varepsilon_{k}^{\mathrm{p}}(x, t)\right) \mathrm{d} x \mathrm{~d} t+T \int_{\Omega} h(x) \mathrm{d} x \\
& =c \int_{Q} M^{*}\left(x, \frac{1}{2} \varepsilon_{k}^{\mathbf{p}}(x, 0)+\frac{1}{2} \int_{0}^{t}\left(\varepsilon_{k}^{\mathrm{p}}(x, s)\right)_{s} \mathrm{~d} s\right) \mathrm{d} x \mathrm{~d} t+T \int_{\Omega} h(x) \mathrm{d} x
\end{aligned}
$$
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Using the convexity of $M^{*}$ we obtain

$$
\begin{align*}
\int_{Q} M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}(x, t)\right) \mathrm{d} x \mathrm{~d} t \leq & \frac{c}{2} \int_{Q} M^{*}\left(x, \boldsymbol{\varepsilon}_{k}^{\mathrm{p}}(x, 0)\right) \mathrm{d} x \mathrm{~d} t \\
& +\frac{c}{2} \int_{Q} M^{*}\left(x, \int_{0}^{t} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)(x, s) \mathrm{d} s\right) \mathrm{d} x \mathrm{~d} t+T \int_{\Omega} h(x) \mathrm{d} x . \tag{6.3.62}
\end{align*}
$$

Let us focus on the middle term on the right-hand side in abovementioned equation. Changing variable $\tau=\frac{t}{T}$ we obtain

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} M^{*}\left(x, \int_{0}^{t} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)(x, s) \mathrm{d} s\right) \mathrm{d} x \mathrm{~d} t \\
& \quad=T \int_{0}^{1} \int_{\Omega} M^{*}\left(x, \int_{0}^{\tau T} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)(x, s) \mathrm{d} s\right) \mathrm{d} x \mathrm{~d} \tau
\end{aligned}
$$

By Jensen inequality we get

$$
\begin{aligned}
T \int_{0}^{1} \int_{\Omega} M^{*}\left(x, \int_{0}^{t} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)(x, s) \mathrm{d} s\right) \mathrm{d} x \mathrm{~d} t \\
\quad \leq T \int_{0}^{1} \int_{\Omega} \frac{1}{\tau T} \int_{0}^{\tau T} M^{*}\left(x, \tau T \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} s \mathrm{~d} x \mathrm{~d} \tau \\
\quad \leq T \int_{0}^{1} \int_{\Omega} \frac{1}{\tau T} \int_{0}^{\tau T} \tau M^{*}\left(x, T \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} s \mathrm{~d} x \mathrm{~d} \tau \\
\quad=\int_{0}^{1} \int_{\Omega} \int_{0}^{\tau T} M^{*}\left(x, T \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} s \mathrm{~d} x \mathrm{~d} \tau .
\end{aligned}
$$

There exists $d \in \mathbb{R}$ such that $2^{d} \geq T$. Then, using the $\Delta_{2}$-condition, coming back to original variable and using the Fubini theorem we get

$$
\begin{align*}
\int_{0}^{1} \int_{\Omega} & \int_{0}^{\tau T} M^{*}\left(x, T \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} s \mathrm{~d} x \mathrm{~d} \tau \\
& \leq \int_{0}^{1} \int_{\Omega} \int_{0}^{\tau T} M^{*}\left(x, 2^{d} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} s \mathrm{~d} x \mathrm{~d} \tau \\
& \leq c^{d} \int_{0}^{1} \int_{\Omega} \int_{0}^{\tau T} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} s \mathrm{~d} x \mathrm{~d} \tau+C(d) \int_{\Omega} h(x) \mathrm{d} x  \tag{6.3.63}\\
& =\frac{c^{d}}{T} \int_{0}^{T} \int_{\Omega} \int_{0}^{t} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} s \mathrm{~d} x \mathrm{~d} t+C(d) \int_{\Omega} h(x) \mathrm{d} x \\
& \leq c^{d} \int_{0}^{T} \int_{\Omega} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} x \mathrm{~d} t+C(d) \int_{\Omega} h(x) \mathrm{d} x
\end{align*}
$$

Coming back to (6.3.62) we get

$$
\begin{aligned}
\int_{Q} M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}(x, t)\right) \mathrm{d} x \mathrm{~d} t \leq & \frac{c T}{2} \int_{\Omega} M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}(x, 0)\right) \mathrm{d} x \\
& +c^{d} \int_{0}^{T} \int_{\Omega} M^{*}\left(x, \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \mathrm{d} x \mathrm{~d} t+C(d) \int_{\Omega} h(x) \mathrm{d} x .
\end{aligned}
$$

Lemma 6.3.2 and initial condition in $L_{M^{*}}\left(\Omega, \mathcal{S}_{d}^{3}\right)$ complete the proof.

Lemma 6.3.10. The sequence $\left\{\boldsymbol{u}_{k}\right\}$ is uniformly bounded in $B D_{M^{*}}\left(\Omega, \mathbb{R}^{3}\right)$.
Proof. Let us start from showing the uniform boundedness of the sequence $\left\{\varepsilon\left(\boldsymbol{u}_{k}\right)\right\}$ in the space $L_{M^{*}}(Q)$. Using $\Delta_{2}$-condition, convexity of $N$-function and Assumption 6.0.1 we obtain

$$
\begin{align*}
\int_{Q} M^{*}\left(x, \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k}\right)\right) \mathrm{d} x \mathrm{~d} t & \leq c \int_{Q} M^{*}\left(x, \frac{1}{2} \varepsilon\left(\boldsymbol{u}_{k}\right)\right) \mathrm{d} x \mathrm{~d} t+\int_{Q} h(x) \mathrm{d} x \mathrm{~d} t \\
& =c \int_{Q} M^{*}\left(x, \frac{1}{2}\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\boldsymbol{\varepsilon}_{k}^{\mathbf{p}}\right)+\frac{1}{2} \varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} x \mathrm{~d} t+T \int_{\Omega} h(x) \mathrm{d} x \\
& \leq \frac{c}{2} \int_{Q} M^{*}\left(x, \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} x \mathrm{~d} t+\frac{c}{2} \int_{Q} M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} x \mathrm{~d} t+T \int_{\Omega} h(x) \mathrm{d} x \\
& \leq \frac{c}{2} \int_{Q}\left|\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{c}{2} \int_{Q} M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} x \mathrm{~d} t+T \int_{\Omega} h(x) \mathrm{d} x \\
& \leq \frac{c}{2} \int_{Q}\left|\boldsymbol{T}_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{c}{2} \int_{Q} M^{*}\left(x, \varepsilon_{k}^{\mathbf{p}}\right) \mathrm{d} x \mathrm{~d} t+T \int_{\Omega} h(x) \mathrm{d} x \tag{6.3.64}
\end{align*}
$$

Following Anzellotti and Giaquinta [7, Preposition 1.2 a)] we get the inequality

$$
\left\|\boldsymbol{u}_{k}\right\|_{L^{1}(Q)} \leq C\left\|\varepsilon\left(\boldsymbol{u}_{k}\right)\right\|_{L^{1}(Q)}
$$

where $C$ is a constant depending on $\Omega$. Finally we get the estimates

$$
\left\|\boldsymbol{u}_{k}\right\|_{L^{1}(Q)} \leq C_{Q, M} \int_{Q} M^{*}\left(x, \varepsilon\left(\boldsymbol{u}_{k}\right)\right) \mathrm{d} x \mathrm{~d} t
$$

where constant $C_{Q, M}$ depends on $N$-function $M$ and space-times cylinder $Q$. This completes the proof.

### 6.3.4 Limit passage $k \rightarrow \infty$

We start the second limit passage with short discussion about solution to heat equation. Since $\left\{\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right\}$ is uniformly bounded in $L^{1}(Q)$, then there exists a measurable function $\theta$, see Lemma 3.2.1, such that $\theta_{k} \rightarrow \theta$ a.e. in $Q$.

Furthermore, uniform boundedness of approximate solutions sequences obtained in previous sections imply the following convergences, passing to the subsequence if it is necessary,

$$
\begin{array}{cl}
\boldsymbol{u}_{k} \rightarrow \boldsymbol{u} & \text { weakly in } L^{1}\left(Q, \mathbb{R}^{3}\right) \\
\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k} \rightharpoonup^{*} \boldsymbol{\varepsilon}(\boldsymbol{u})\right. & \text { weakly* in } L_{M^{*}}\left(Q, \mathbb{R}^{3}\right) \\
\boldsymbol{T}_{k} \rightharpoonup \boldsymbol{T} & \text { weakly in } L^{2}\left(Q, \mathcal{S}^{3}\right) \\
\boldsymbol{T}_{k}^{d} \rightharpoonup^{*} \boldsymbol{T}^{d} & \text { weakly* in } L_{M}\left(Q, \mathcal{S}_{d}^{3}\right)  \tag{6.3.65}\\
\boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) \rightharpoonup^{*} \boldsymbol{\chi} & \text { weakly* in } L_{M^{*}}\left(Q, \mathcal{S}_{d}^{3}\right), \\
\left(\varepsilon_{k}^{\mathbf{p}}\right)_{t} \rightharpoonup^{*}\left(\varepsilon^{\mathbf{p}}\right)_{t} & \text { weakly* in } L_{M^{*}}\left(Q, \mathcal{S}_{d}^{3}\right)
\end{array}
$$

Using these convergences in 6.3 .18 (1) and 6.3.61), we get

$$
\begin{align*}
& \int_{Q} \boldsymbol{T}: \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t=0 \\
& \int_{Q}\left(\varepsilon^{\mathbf{p}}\right)_{t}: \boldsymbol{\psi} \mathrm{d} x \mathrm{~d} t=\int_{Q} \boldsymbol{\chi}: \boldsymbol{\psi} \mathrm{d} x \mathrm{~d} t \tag{6.3.66}
\end{align*}
$$

for $\boldsymbol{\varphi} \in C^{\infty}\left([0, T], L^{2}\left(\Omega, \mathbb{R}^{3}\right)\right)$ and $\boldsymbol{\psi} \in L_{M}\left(Q, \mathcal{S}^{3}\right)$. To complete the limit passage in heat equation and to deal with nonlinearities limits we should repeat the three-step method.

Lemma 6.3.11. The following inequality holds for the solution of approximate systems.

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \int_{0}^{t_{2}} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{T}_{k}^{d} \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{t_{2}} \int_{\Omega} \chi: \boldsymbol{T}^{d} \mathrm{~d} x \mathrm{~d} t . \tag{6.3.67}
\end{equation*}
$$

Proof. This proof is similar to proof of Lemma 5.2.9. Using the lower semicontinuity in $L^{2}(Q)$ we get

$$
\begin{align*}
\liminf _{k \rightarrow \infty}^{T} \int_{0}^{T} \frac{d}{d t} & \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right) \psi_{\mu, \tau} \mathrm{d} t \\
& =\liminf _{k \rightarrow \infty} \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(t) \mathrm{d} t-\lim _{k \rightarrow \infty} \mathcal{E}\left(\varepsilon\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(0)  \tag{6.3.68}\\
& \geq \frac{1}{\mu} \int_{\tau}^{\tau+\mu} \mathcal{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k}\right), \varepsilon_{k}^{\mathbf{p}}\right)(t) \mathrm{d} t-\mathcal{E}\left(\boldsymbol{\varepsilon}(\boldsymbol{u}), \boldsymbol{\varepsilon}^{\mathbf{p}}\right)(0)
\end{align*}
$$

We use $\boldsymbol{\varphi}_{1}=\left(\left(\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{k}\right) * \eta_{\epsilon}\right)_{t} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}$ as a test function in 6.3.66), where $\eta_{\epsilon}$ is a standard mollifier with respect to time, then

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) * \eta_{\epsilon}:\left(\varepsilon\left(\boldsymbol{u}_{k}\right) * \eta_{\epsilon}\right)_{t} \mathrm{~d} x \mathrm{~d} t=0 \tag{6.3.69}
\end{equation*}
$$

Moreover, we use $\boldsymbol{\psi}=\left(\boldsymbol{T}^{d} * \eta_{\epsilon} \mathbf{1}_{\left(t_{1}, t_{2}\right)}\right) * \eta_{\epsilon}$ as a test function in 6.3.19). Then

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega}\left(\varepsilon_{k}^{\mathbf{p}} * \eta_{\epsilon}\right)_{t}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) * \eta_{\epsilon}: \boldsymbol{T} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t \tag{6.3.70}
\end{equation*}
$$

Products in 6.3.70 are well defined. Subtracting these two equations we get

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathbf{p}}\right)_{t} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right) * \eta_{\epsilon}: \boldsymbol{T}^{d} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t . \tag{6.3.71}
\end{equation*}
$$

For every $\epsilon>0$ the sequence $\left\{\left(\varepsilon\left(\boldsymbol{u}_{k}\right)-\varepsilon_{k}^{\mathrm{p}}\right)_{t} * \eta_{\epsilon}\right\}$ belongs to $L^{2}\left(Q, \mathcal{S}^{3}\right)$ and is uniformly bounded in $L^{2}\left(Q, \mathcal{S}^{3}\right)$ with respect to $k$, hence we pass to the limit with $k \rightarrow \infty$ and we obtain

$$
\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right)_{t} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{\chi} * \eta_{\epsilon}: \boldsymbol{T}^{d} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t
$$

Using the properties of convolution we get

$$
\int_{\Omega} \boldsymbol{T} * \eta_{\epsilon}:\left.\left(\varepsilon(\boldsymbol{u})-\boldsymbol{\varepsilon}^{\mathbf{p}}\right) * \eta_{\epsilon} \mathrm{d} x\right|_{t_{1}} ^{t_{2}}=-\int_{t_{1}}^{t_{2}} \int_{\Omega} \boldsymbol{\chi} * \eta_{\epsilon}: \boldsymbol{T}^{d} * \eta_{\epsilon} \mathrm{d} x \mathrm{~d} t .
$$

In the same way as in the previous section we pass to the limit with $\epsilon \rightarrow 0$ and then with $t_{1} \rightarrow 0$

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right):\left.\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) \mathrm{d} x\right|_{0} ^{t_{2}}=-\int_{0}^{t_{2}} \int_{\Omega} \chi: \boldsymbol{T}^{d} \mathrm{~d} x \mathrm{~d} t \tag{6.3.72}
\end{equation*}
$$

We multiply 6.3.72) by $\frac{1}{\mu}$ and integrate over $(\tau, \tau+\mu)$ and proceed now in the same manner as in the proof of Lemma 4.3.6.

The second and the third step of this method are followed in the same way as in the limit passage with $l \rightarrow \infty$. Hence, we omit this calculations. Using Minty-Browder trick we obtain

$$
\begin{equation*}
\chi=\boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) \tag{6.3.73}
\end{equation*}
$$

a.e. in $Q$. Moreover, using Young measures tools we may pass to the limit in right-hand side term of heat equation. Repeating the procedure from the previous limit passage we obtain

$$
\begin{equation*}
\left.\mathcal{T}_{k}\left(\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta_{k}, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}_{k}^{d}\right)\right) \rightharpoonup\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right): \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right)\right) \tag{6.3.74}
\end{equation*}
$$

weakly in $L^{1}(Q)$. Weak convergence of right-hand sides of heat equation and strong convergence of initial conditions imply that there exists a renormalised solution to heat equation $\theta$, see Section 3.2, such that for every $K \in \mathbb{N}$ holds

$$
\begin{array}{cl}
\mathcal{T}_{K}\left(\theta_{k}\right) \rightharpoonup \mathcal{T}_{K}(\theta) & \text { weakly in } L^{2}\left(0, T, W^{1,2}(\Omega)\right),  \tag{6.3.75}\\
\theta_{k} \rightarrow \theta & \text { a.e. in } Q .
\end{array}
$$

Taking $S^{\prime}(\theta) \phi$ as a test function in (6.3.61), where $S$ is a $C^{\infty}(\mathbb{R})$ function, such that $S^{\prime}$ has a compact support we obtain

$$
\begin{align*}
&-\int_{Q} S(\theta) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} S\left(\theta_{0}-\tilde{\theta}_{0}\right) \phi(x, 0) \mathrm{d} x+\int_{Q} S^{\prime}(\theta) \nabla \theta \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t  \tag{6.3.76}\\
&+\int_{Q} S^{\prime \prime}(\theta)|\nabla \theta|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) S^{\prime}(\theta) \phi \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

Since $\theta=\widehat{\theta}-\tilde{\theta}$ we may rewrite (6.3.76) in the following form:

$$
\begin{align*}
& -\int_{Q} S(\widehat{\theta}-\tilde{\theta}) \frac{\partial \phi}{\partial t} \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} S\left(\theta_{0}-\tilde{\theta}_{0}\right) \phi(x, 0) \mathrm{d} x+\int_{Q} S^{\prime}(\widehat{\theta}-\tilde{\theta}) \nabla(\widehat{\theta}-\tilde{\theta}) \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t \\
& \quad+\int_{Q} S^{\prime \prime}(\widehat{\theta}-\tilde{\theta})|\nabla(\theta-\tilde{\theta})|^{2} \phi \mathrm{~d} x \mathrm{~d} t=\int_{Q} \boldsymbol{G}\left(\tilde{\theta}+\theta, \tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right):\left(\tilde{\boldsymbol{T}}^{d}+\boldsymbol{T}^{d}\right) S^{\prime}(\widehat{\theta}-\tilde{\theta}) \phi \mathrm{d} x \mathrm{~d} t \tag{6.3.77}
\end{align*}
$$

where $\tilde{\theta}$ is a solution of (6.3.2), $\widehat{\theta}$ is a solution to full thermo-visco-elastic model and (6.3.77) hold for every test function $\phi \in C_{c}^{\infty}\left([-\infty, T), C^{\infty}(\Omega)\right)$. Moreover, using the solution to problem 6.3.1 we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}(\tilde{\boldsymbol{T}}+\boldsymbol{T}): \nabla \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x \mathrm{~d} t \tag{6.3.78}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{T}=\boldsymbol{D}\left(\varepsilon(\boldsymbol{u})-\varepsilon^{\mathbf{p}}\right) \tag{6.3.79}
\end{equation*}
$$

and 6.3.78 holds for every test function $\varphi \in C^{\infty}\left([0, T], C_{c}^{\infty}\left(\Omega, \mathbb{R}^{3}\right)\right)$.
This completes the proof of Theorem 6.2.1.
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## List of Notations

| $x$ | point in the reference configuration |
| :--- | :--- |
| $t$ | time moment |
| $\boldsymbol{u}(x, t)$ | displacement |
| $\theta(x, t)$ | temperature |
| $\boldsymbol{\varepsilon}^{\mathbf{p}}(x, t)$ | visco-elastic strain tensor |
| $\boldsymbol{D}$ | linear, positively definite and bounded operator |
| $\boldsymbol{\varepsilon}(\boldsymbol{u})$ | symmetric gradient of displacement $\boldsymbol{u}$ |
| $\boldsymbol{G}\left(\theta, \boldsymbol{T}^{d}\right)$ | visco-elastic constitutive function |
| $\mathcal{S}^{3}$ | space of symmetric matrices $3 \times 3$ |
| $\mathcal{S}_{d}^{3}$ | space of traceless symmetric matrices $3 \times 3$ |
| $\boldsymbol{T}^{d}$ | deviatoric part of tensor $\boldsymbol{T}$ |
| $\boldsymbol{I}$ | identity matrix form $\mathcal{S}^{3}$ |
| $\rho$ | density |
| $\alpha$ | thermal expansion |
| $\eta(t)$ | standard mollifire with respect to the time |
| $\boldsymbol{\sigma}$ | Cauchy stress tensor |
| $r$ | density of heat sources |
| $\theta_{R}$ | reference temperature |
| $\kappa$ | material's conductivity |
| $c$ | material's capacity or constant |
| $\mathcal{O}$ | arbitrary subset of $\Omega$ |
| $W_{\boldsymbol{g}}^{1, p^{\prime}}\left(\Omega, \mathbb{R}^{3}\right)$ | space $\left\{\boldsymbol{u} \in W^{1, p^{\prime}}\left(\Omega, \mathbb{R}^{3}\right): \boldsymbol{u}=\boldsymbol{g}\right.$ on $\left.\partial \Omega\right\}$ |


[^0]:    ${ }^{1} \varepsilon_{i j k}$ is called the sign of a permutation. $\varepsilon_{i j k}=1$ if $i, j, k$ is an even permutation of $1,2,3, \varepsilon_{i j k}=-1$ if it is an odd permutation. Otherwise $\varepsilon_{i j k}=0$.

