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Abstract

We propose a system for the interpretation of anaphoric relationships between
unbound pronouns and quantifiers. The main technical contribution of our proposal
consists in combining generalized quantifiers with dependent types. Empirically, our
system allows a uniform treatment of all types of unbound anaphora, including the no-
toriously difficult cases such as quantificational subordination, cumulative and branch-
ing continuations, and ’donkey anaphora’.
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1 Unbound anaphora

In this paper we propose a system for the interpretation of unbound anaphora. The
phenomenon of unbound anaphora refers to instances where anaphoric pronouns occur
outside the syntactic scopes (i.e. the c-command domain) of their quantifier antecedents.
The main kinds of unbound anaphora are:

(1) regular anaphora to quantifiers

(e.g. Most kids entered. They looked happy.)

(2) quantificational subordination

(e.g. Every man loves a woman. They kiss them.)

(3) relative clause 'donkey anaphora’

(e.g. Every farmer who owns a donkey beats it.)

(4) conditional ’donkey anaphora’

(e.g. If a farmer owns a donkey, he beats it.)

Unbound anaphoric pronouns have been dealt with in two main semantic
paradigms: dynamic semantic theories ([Kamp 1981], [Kamp & Reyle 1993],
[Groenendijk & Stokhof 1991], [Van den Berg 1996], [Krifka 1996], [Nouwen 2003],
[Brasoveanu 2008]) and the E-type/D-type tradition ([Evans 1997], [Neale 1990],
[Heim 1990], [Elbourne 2005]). In the dynamic semantic theories pronouns are taken
to be (syntactically free, but semantically bound) variables, and context serves as a



medium supplying values for the variables. In the E-type/D-type tradition pronouns are
treated as quantifiers (definite descriptions constructed from material in the antecedent
sentences). Our system combines aspects of both families of theories. As in the E-type/
D-type tradition we treat unbound anaphoric pronouns as quantifiers; as in the systems
of dynamic semantics context is used as a medium supplying (possibly dependent) types
as their potential quantificational domains. Like Dekker’s Predicate Logic with Anaphora
and more recent multidimensional models ([Dekker 1994], [Dekker 2008al), our system
lends itself to the compositional treatment of unbound anaphora, while keeping a classical,
static notion of truth.

The main novelty of our proposal consists in combining generalized quantifiers
([Mostowski 1957], [Lindstrém 1966], [Barwise & Cooper 1981]) with dependent types
([Martin-Lof 1972], [Ranta 1994]). Empirically, our system allows a uniform account of
both regular anaphora to quantifiers and the notoriously difficult cases such as quantifica-
tional subordination, ’"donkey anaphora’, and also cumulative and branching continuations.

The paper is organized as follows. In Section 2 we introduce in an informal way the
main features of our interpretational architecture. In Section 3 we show how to interpret
a range of anaphoric data in our system. Finally, sections 4 and 5 define the syntax and
semantics of the system.

2 Main features of the system
The main elements of our system are:

1. generalized quantifiers together with operations that lift quantifier phrases to chains
of quantifiers (i.e. polyadic quantifiers): for capturing the readings available for
(multi-) quantifier sentences;

2. context and type dependency: both (i) for the interpretation of language expressions
(i.e. quantifiers, quantifier phrases, predicates, chains and sentences) and (ii) for
modeling the dynamic aspects of quantification.

2.1 Context, types and dependent types

The variables of our system are always typed. We write x : X to denote that the variable
x is of type X and refer to this as a type specification of the variable z. Types, in this
paper, are interpreted as sets. We write the interpretation of the type X as || X]||.

Types can depend on variables of other types. Thus, if we already have a type speci-
fication x : X, then we can also have type Y (z) depending on the variable x and we can
declare a variable y of type Y by stating y : Y (z). The fact that Y depends on X is
modeled as a projection 7 : ||Y|| — || X||. So that if the variable x of type X is interpreted
as an element a € || X, [|[Y]|(a) is interpreted as the fiber of 7 over a (the preimage of {a}
under ), i.e.:

IY][(a) = {b e [[Y]:7(b) = a}.

One standard natural language example of such a dependence of types is that if m is a
variable of the type of months M, there is a type D(m) of the days of the month m. If we
interpret type M as a set || M| of months, then we can interpret type D as a set of days
of months in ||M ||, i.e. as a set of pairs:

ID|| = {{a,k) : a € ||M]|, kis (the number of) a day in month a}



equipped with the projection 7 : ||D|| — ||M]|. The particular sets || D||(a) of the days of
the month a can be recovered as the fibers of this projection:

[D[l(a) = {d € | D] : w(d) = a}.

Such type dependencies can be nested, i.e., we can have a sequence of type specifications
of the (individual) variables:

r: X,y:Y(x),z: Z(z,y)

Context for us is a partially ordered sequence of type specifications of the (individual)
variables and it is interpreted as a parameter space, i.e. as a set of compatible n-tuples of
elements of the sets corresponding to the types involved (compatible wrt all projections).

For the definitions of context and dependent types, see Sections 4.2 (syntax) and 5.1
(semantics).

2.2 Quantifiers, quantifier phrases and predicates

Our system defines quantifiers and predicates polymorphically. A generalized quantifier
associates to every set Z a subset of the power set of Z !:

1QI(Z) € P(2)

The interpretation ||P|| of an n-ary predicate P associates to a tuple of sets Z =
(Z1,...,7y,) asubset of the cartesian product of the sets involved 2:

|PI(Z) C Z1 X ... X Zy.
Quantifier phrases, e.g. every man or some woman, are interpreted as follows:

leverym:manll = {lImani|}

lsomewwoman|| = {X C [Jlwoman]|| : X # 0}

As an element of the denotation of a quantifier phrase like every man or some woman is
homogeneous containing only men or women, we do not need to consider notions such as
"live on” and ”witness set” (for comparison, see [Barwise & Cooper 1981}).

The definitions of quantifiers, quantifier phrases and predicates are introduced and
generalized to dependent types in Sections 4.4, 4.5 (syntax) and 5.3, 5.4 (semantics).

2.3 Chains of quantifiers and sentences

The interpretation of quantifier phrases is further extended into the interpretation of chains
of quantifiers. Consider an example in (1):

(1) Two examiners marked six scripts.

Multi-quantifier sentences such as (1) have been known to be ambiguous with different
readings corresponding to how various quantifiers are semantically related in the sentence.
Thus a sentence like (1) admits of two scope-dependent readings where each of the two
examiners marked six scripts (two examiners with wide scope), or where each of the

1Such an association might be required to satisfy some additional conditions (like invariance under
bijections), but we shall not consider this issue here.
2We may allow such an association to be partial.



six scripts was marked by two examiners (siz scripts with wide scope). There are also
two further readings claimed for (1): the cumulative reading saying that each of the two
examiners marked at least one of the six scripts, and each of the six scripts was marked
by at least one of the two examiners, and the branching reading which says that each
of the two examiners marked the same set of six scripts. To account for the readings
available for such multi-quantifier sentences, we raise quantifier phrases to the front of
a sentence to form (generalized) quantifier prefixes - chains of quantifiers. Chains of
quantifiers are built from quantifier phrases using three chain-constructors: pack-formation
rule (7,...,7), sequential composition ?|?, and parallel composition % The semantical
operations that correspond to the chain-constructors (known as cumulation, iteration and
branching) capture in a compositional manner cumulative, scope-dependent and branching
readings, respectively.

The idea of chain-constructors and the corresponding semantical operations builds
on Mostowski’s notion of quantifier ([Mostowski 1957]) further generalized by Lindstrém
to a so-called polyadic quantifier ([Lindstrom 1966]). (See [Bellert & Zawadowski 1989],
compare also [Keenan 1987], [Van Benthem 1989, [Keenan 1992], [Keenan 1993],
[Westerstahl 1994]). To use a familiar example, a multi-quantifier prefix like V.. a7 3w
is thought of as a single two-place quantifier obtained by an operation on the two single
quantifiers, and has as denotation:

IVmear B || = {R S [M|x[[W][: {a € |M][: {b € [W]: (a,b) € R} € |[Buw:wll} € [[Vim:prl]}-

The three chain-constructors and the corresponding semantical operations are introduced
and generalized to (pre-) chains defined on dependent types in Sections 4.6, 4.7 (syntax)
and 5.4 (semantics).

Finally, a sentence with a chain of quantifiers Ch = Chﬂ:? and predicate P = P(Y),
Chgy P(y), is true iff the interpretation of the predicate (i.e. some set of compatible
n-tuples) belongs to the interpretation of the chain (i.e. some family of sets of compatible
n-tuples). For the definitions of a sentence and validity, see Sections 4.8 (syntax) and 5.5
(semantics).

3 Dynamic extensions of contexts

In this section we introduce further elements of our interpretational architecture by way of
showing how to interpret a range of anaphoric data in our system: quantificational subor-
dination (3.1), nested dependencies (3.2), regular anaphora to quantifiers (3.3), cumulative
and branching continuations (3.4) and donkey anaphora of both the relative clause and
conditional varieties (Section 3.5).

3.1 Quantificational subordination

Let us begin by considering an example in (1):

(1) Every man loves a woman. They kiss them.

We build the representation of the first sentence in (1):
L(Vm:M; Elw:W)-

Sentences of English, contrary to sentences of our formal language, are often ambiguous.
Hence one such representation can be associated with more than one sentence in our
formal language. The next step thus involves disambiguation. We take quantifier phrases



of a given representation and organize them into all possible chains of quantifiers (with
some restrictions imposed on particular quantifiers). The disambiguation process will not
concern us here, but see [Bellert & Zawadowski 1989] for the extensive discussion of the
restrictions on particular quantifiers concerning the places in prefixes at which they can
occur 3.

In our system language expressions (i.e. quantifiers, quantifier phrases, predicates,
(pre-) chains, and sentences) are all defined in context. Thus the first sentence in (1) (on
the most natural interpretation where a woman depends on every man) translates into a

sentence with a chain of quantifiers in a context:
I+ Vm:M‘Hw:WL('rna w),

and says that the set of pairs, a man and a woman he loves, has the following prop-
erty: the set of those men that love some woman each is the set of all men. The way
to understand the second sentence in (1) (i.e., the anaphoric continuation) is that every
man kisses the women he loves rather than those loved by someone else. Thus the first
sentence in (1) must deliver some internal relation between the types corresponding to
the two quantifier phrases. This observation presents a case of quantificational subordi-
nation and is well-known from the dynamic semantics literature ([Kamp & Reyle 1993],
[Van den Berg 1996], [Krifka 1996], [Nouwen 2003]).

In our system the first sentence in (1) extends the context I" by adding new variable
specifications on newly formed types for every quantifier phrase in the chain:

Ch = vm:MElw:W-

For the purpose of the formation of such new types we introduce a new type constructor
T (see the definition in Section 4.9). That is, the first sentence in (1) (denoted as ¢) extends
the context by adding:

ttp,Vm : Tﬁpvvm:]bf; t@yaw : TSoawzw (tS@,Vm)

The interpretation of types (that correspond to the quantifier phrases in the chain
Ch) from the extended context I'y, are defined in a two-step procedure using the inductive
clauses through which we define Ch but in the reverse direction (for the formal description
of the procedure, see Section 5.6).

Step 1. We define fibers of new types by inverse induction.
Basic step. For the whole chain Ch = V,,.p7|3w.w we put:

I'T

= (LI

Spvvm:Mlzlw:W

Inductive step.
1T ne |l = {a € IM]| = {b € W] : {a,b) € [IL][} € [Fuww |}
and for a € | M||
1Tz, ll(a) ={be[[W] : {a,b) € [|L]|}
Step 2. We build dependent types from fibers.

1T ,onrll = {a € IM][ = {0 € W] 2 {a,b) € LI} € [Fww |}

3In connection with complex sentences, we just add one further qualification: the scope of a quantifier
is always clause-bounded.



Hrj]:‘<p7EI’UJZW|| = U{{a} X ‘|T¢7HM:W||(G’) ra e ||T<P7Vm:1\/1”}

Thus the first sentence in (1) extends the context by adding the type Ty, ., interpreted
as || Ty, |l (i-e. the set of men who love some women, in this case this set amounts to the
entire set of men), and the dependent type Ty 3, ., (t,v,.), interpreted for a € [Ty, ., |l
as | Ty 3, | (a) (i-e. the set of women loved by the man a).

Unbound anaphoric pronouns are interpreted with reference to the context created
by the foregoing text: they are treated as universal quantifiers and newly formed (possibly
dependent) types incrementally added to the context serve as their potential quantifica-
tional domains. That is, unbound anaphoric pronouns they,, and them,, in the second
sentence of (1) have the ability to pick up and quantify universally over the respective
interpretations. We represent the anaphoric continuation in (1) as

K(Y,

»sYm :T“P’Vm:M ’ vt5073w :TLP,HU,;W (tﬂP»Vm ) ) !
It translates into:
FSD'_Vt<meT<pV AI’ ttﬂawT«PH W(vam)K(govnwth,H )

where:
Hvtga,vmiT%vm:M ’vtLp,Elw:Tgo,Elw:W(t(p,vm)H - {R g HTQOan:WH : {a’ € HTﬂovvaH :

1€ T li@) : ab) € RY € oo o o @)} € Wiy ma I}

yielding the correct truth conditions Every man kisses every woman he loves.

3.2 Nested dependencies

As the type dependencies can be nested, our analysis can be extended to sentences involv-
ing three and more quantifiers. Consider examples in (2a) and (2b):

(2a) Every student bought most professors a flower. They will give them to them tomor-
row.

(2b) Every student bought most professors a flower. They picked them carefully.

We represent the first sentence in (2a) and (2b) as B(Vy.g, Mosty.p,3f.r). This sentence
(on the interpretation where a flower depends on most professors that depends on every
student) translates into a sentence:

' Vs:S|M08tp:PE|f:FB(S7P7 f)a

and by the process of dynamic extension updates the context by adding new variable
specifications on newly formed types for every quantifier phrase in Ch:

tos t Tovasi to,Most, : T%Mostp;p(tcp,vs)i 225 P Tcp,ﬂf:F (tw,Vsatw,Mostp)

We now apply our interpretation procedure.
Step 1.
Basic step. For the whole chain Ch = V,.g|Most,.p|37.r we put:

"T¢,VS;5|MOStp;P|E|f;F“ = HB”

6



Inductive step.
IToy,.sll ={aelSl : {bellP| : {cellF| : {(abc) € |B|} € [I3srl} € Mostypl}

and for a € | M||

1T, atost,.p [ (@) = {b € [P = {c € |[F|| : (a,b,¢) € |Bl} € [3p.rll}

and for a € | M]| and b € || P]|

1Ty 3;.rll(a,0) = {c € |F|| : (a,b,¢c) € | BI[}
Step 2.

ITey.sll =A{ae Sl {bel[P| - {cc|F| : (a,b,¢) € |Bl]} € [3p.rll} € [|Mosty.p|}
1Ty 105ty pll = Ut{a} ¥ [T ptost,.pll(a) - @ € [Ty, s}

ITep.0 = Ut{{a, )} x 1Ty, (@, b) : a € [Ty, sl b € 1Ty 108,01l (a)}

Thus the first sentence in (2a) and (2b) extends the context by adding the type Ty v, ¢ in-
terpreted as || Ty v, | (i.e. the set of students who bought for most his professors a flower),
the dependent type Ty rrost,. p (tpv, ), interpreted for a € || Ty v, o || as [Ty arost,.» (@) (i-e.
the set of professors for whom the student a bought flowers), and another dependent
type Ty 3,5 (tov., to.Most,), interpreted for a € [[Tyyv, sl and b € [Ty rrost, pll(a) as
[Ty 3,7 (a,b) (i.e. the set of flowers that the student a bought for the professors b).

In the second sentence of (2a) the three pronouns theys, them,, and themy quantify

universally over the respective interpretations. We represent the anaphoric continuation
n (2a) as

G(Y,

©,Vs* <pV S’vtgpMostp Tga]V[ostpp(ttpV )7vt<p3f cpﬂfF(go\‘/gytgpMostp))

It translates into:

F‘p H vt%vs :T%VS:S |vt<p,Mostp :T%ons’fp:P (t%vs) ’\V/t%af :T‘Pﬁaf:F (t%vs 7t<p,Mostp)G(t<PaVS 3 tgo,Mostpp tgp7z|f)7
where:

Ve I={RCT

TS ApV S‘ tcp Mostp* Tgp]\/[ost P(tLpVS | tngIf T@ EIfF(t(stycpMostp ‘PHfFH

{a € Ty, sl - {b € Ty arost,p (@) : {¢ € [Ty,3;,rl(a,0) : (a;b,¢) € R}

€ HvtS@ EPE “’Hf F( o.Vsrte, Mostp)”(a7 b)} € Hvtcp,Mostp:Tgo,Mostp:P(ttp,Vé H( )} € Hvtgp vs Ty, S”}

yielding the correct truth conditions Every student will give the respective professors the
respective flowers he bought for them.

In the second sentence of (2b) the pronoun themy quantifies universally over the set
of flowers that the student a € ||T,y, s| bought for the professors b € || Ty nrost,.p (@),
so in order to be able to refer to such a set we need to use a type constructor ¥ (for the
definition of ¥-type and its interpretation, see Sections 4.3 and 5.2):

Etgp,l\lostp ﬂr(p,Mostp:P (t<p,VS ) T@aaf:F (t(Pyvs ) tW’MOStp)

7



To accommodate all of the extra processes needed to obtain a new context out of the old
one we introduce a refresh operation. The refresh operation will include: addition of
variable specifications on presupposed types (where by presupposed types we understand
types belonging to the relevant common ground shared by the speaker and hearer); >, T]
of the types given in the context, etc (see Section 4.10). Thus in our example the refresh
operation applies so as to update the context by adding a new variable specification on a
newly formed ) -type (abbrev. T, x):

tow, 1 Tov.si toy : Tps(tey,)
We represent the anaphoric continuation in (2b) as
P(Vt%vs Tov,.g Vtw,EiTw,E(t%VS))'
It translates into:
Ly - vtw,vs:Tw,vS:S |vt¢,z:T¢,z(t¢,vs)P<tw,vs7tso,E)a

where

Vtovs oy, sVt s stovn |l = Has ) ta € [Toy sl c€ [Tzl {a € [Ty, :

{cellT,xll(a) : (a,c) € R} € Ve, pim, stpvn (@)} € Ve, w1}

yielding the correct truth conditions Fvery student picked every flower he bought for most
his professors carefully.

3.3 Regular anaphora to quantifiers

Consider an example in (3):
(3) Most kids entered. They looked happy.

Regarding (3), the well-known observation from the dynamic semantics literature is that
the anaphoric pronoun they refers to the so-called ”scope set”, i.e. the entire set of kids
who entered ([Kamp & Reyle 1993], [Nouwen 2003], [Van den Berg 1996]).

We represent the first sentence in (3) as F(Mosty. k). The representation is unam-
biguous. It translates into a sentence:

'+ Mosty. g E(k),
and extends the context by adding:

oy, Mosty, T%Mostkzk

Since in this case the chain involved contains a single quantifier phrase Ch = Mosty. g,
we put
T, mosty i || = |1 E|

The pronoun they in the second sentence quantifies universally over the set ||E||, yielding
the correct truth-conditions for the anaphoric continuation Every kid who entered looked

happy.



3.4 Cumulative and branching continuations

Dynamic extensions of contexts and their interpretation are also defined for cumulative
and branching continuations (for the definitions, see 5.6). Consider examples in (4a) and
(4b):

(4a) Last year three scientists wrote (a total of) five articles (between them). They pre-
sented them at major conferences.

(4b) Last year three scientists (each) wrote (the same) five articles. They presented them
at major conferences.

As discussed in [Krifka 1996], [Dekker 2008b], the dynamics of the first sentence in (4a) and
(4b) can deliver some (respectively: cumulative or branching) internal relation between
the types corresponding to three scientists and five articles that can be elaborated upon
in the anaphoric continuation.

We represent the first sentence in (4a) and (4b) as W (Threes.s, Fiveg. 4). Interpreted
cumulatively, as in (4a), it translates into a sentence:

't (Threes.s, Fiveg.a) W (s, a).
Interpreted in a branching fashion, as in (4b), it translates into a sentence:

I M W(s,a).
Fliveg. 5

The anaphoric continuation in (4a) can be interpreted in what Krifka calls a ”cor-
respondence” fashion (see [Krifka 1996]). For example, Dr. Smith wrote one article,
co-authored two more with Dr. Nelson, who co-authored two more with Dr. Slack, and
the scientists that cooperated in writing one or more articles also cooperated in presenting
these (and no other) articles at major conferences. On our analysis, the first sentence in
(4a) extends the context by adding the type corresponding to (T'hrees.s, Fiveg.a):

t@,(Threes,Fivea) : Tgo,(Threesrs; Fiveg.a)»
interpreted as a set of tuples
1T, (Three,.s,Pivea.a) | = {{c;d) | ¢ € [[S]| and d € [|A]| : ¢ wrote d}

The anaphoric continuation then quantifies universally over this type (i.e. a set of pairs):

FQD l_ vtgp,(Threes ,Fiveg) P(tQO7(Th’I‘6€5 ,Fivea) ) 9

yielding the desired truth-conditions The respective scientists cooperated in presenting at
major conferences the respective articles that they cooperated in writing

The anaphoric continuation in (4b) can be interpreted in a branching fashion. For
example, Dr. Smith, Dr. Nelson and Dr. Slack all co-authored all of the five articles, and
all of the scientists involved presented at major conferences all of the articles involved. On
our analysis, the first sentence in (4b) extends the context by adding:

7fa,o,Threes :T@,Threes:g; tcp,Fivea :Tgo,Fivea;Aa

where:
HTSoyThT@es:SH e HTh/r.eeSS”



”T 1Fivea:AH € ”F“}eaAH

and moreover:

HTSO MH = Ty rhrecesll X 1T, Five.alls
? Fiveg. o

The anaphoric continuation then quantifies universally over the respective types:

\v/ttp,Threes P

I, -
¥ vt

(tip,ThreeS ’ tcp,Fivea )7

¢, Fiveq

yielding the desired truth-conditions All of the three scientists cooperated in presenting at
major conferences all of the five articles that they co-authored

3.5 Donkey anaphora

Our treatment of ’donkey anaphora’ does not run into the ’proportion problem’ and ac-
commodates ambiguities claimed for ’donkey sentences’. Consider examples in (5a) and
(5b):

(ba) Every farmer who owns a donkey beats it.

(5b) If a farmer owns a donkey, he beats it.

On our analysis, the pronouns in (5a) and (5b) quantify over (possibly dependent) types
either introduced by the clauses restricting the main determiner (as in (5a)) or provided
by the antecedent clauses (as in (5b)).

We represent the sentence in (5a) as B(V; . To handle the dynamic

@.f:0(f:F,34,p)’ Vf«a,ad)
contribution of relative clauses we include in our system x-sentences (i.e. sentences with
dummy-quantifier phrases, for the definition see Section 4.8). The process of dynamic
extension applies to a restrictor clause O(f : F,34p) with a dummy-quantifier phrase

f: F. It gets translated into a x-sentence:
I'Ef: F[3apO(f,d)

and we extend the context by dropping the specifications of variables: (f : F,d : D) and
adding new variable specifications on newly formed types for every (dummy-) quantifier
phrase in the chain C'h*:

t‘to:f : V]Fﬂova7 t%ad : r:IPSD:Hd:D (tﬂovf)’

The interpretation of types (that correspond to the (dummy-) quantifier phrases in the
chain Ch*) from the extended context I', are defined in our two-step procedure. Thus the
x-sentence in (5a) extends the context by adding the type T, r.p interpreted as || Ty, f.r||
(i.e. the set of farmers who own some donkeys), and the dependent type T, 3, (ts )
interpreted for a € || Ty s.r|| as || Ty 3,.,1/(a) (i-e. the set of donkeys owned by the farmer
a). The main clause B(vtso,fiTso,f:F’VtwadiT%ad:D(%,f)) translates into:

F<,o H vt%f:T%f;F ‘vt%gd:']I‘%gd:D (t%f)B(th,ﬂ tgo,ﬂd)a

giving the correct truth conditions Fvery farmer who owns a donkey beats every donkey
he owns.

This analysis can be extended to account for more complicated 'donkey sentences’
such as FEvery farmer who owns donkeys beats most of them. Importantly, the solution
does not run into the 'proportion problem’. Since we quantify over fibers (and not over
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(farmer, donkey) pairs), a sentence like Most farmers who own a donkey beat it comes out
false if there are ten farmers who own one donkey and never beat them, and one farmer
who owns twenty donkeys and beats all of them. Furthermore, sentences like (5a) have
been claimed to be ambiguous between the so-called (i) strong reading: Every farmer who
owns a donkey beats EVERY donkey he owns and, (ii) weak reading: FEwvery farmer who
owns a donkey beats AT LEAST ONE donkey he owns. Our analysis can accommodate this
observation by taking the weak reading to simply employ the quantifier some in place of
every.

Finally, we propose an analysis of (5b) along the lines of (5a). We follow the literature
in assuming that conditional sentences such as (5b) involve an adverb of quantification.
If no such adverb is overtly present, the quantificational force is universal. We represent
the sentence in (5b) as O(3¢.r, 3a:p) —>QAdverd B(vt%af,vwd). The process of dynamic
extension applies to the antecedent clause O(3y.p, 3g.p). It gets translated into a sentence:

L+ 3f: F|3.p0(f, d)

and we extend the context by dropping the specifications of variables: (f : F,d : D) and
adding new variable specifications on newly formed types for every quantifier phrase in
the chain:

toar: Toarr: to3, Tya.p(tear)-

The interpretation of types (that correspond to the quantifier phrases in the chain) from
the extended context I'y, are defined in our usual procedure. Thus the antecedent sentence
in (5b) extends the context by adding the type Ty 3,,, interpreted as [T, 3, .| (i.e. the
set of farmers who own some donkeys), and the dependent type Ty, 3, , (¢, 37), interpreted
for a € [Ty 3,1 as [Ty 3,,[/(a) (ie. the set of donkeys owned by the farmer a). The

consequent clause B(V;_ . . y) translates into:

@ 3p %"vaf:F’vtwﬂd:T%Hd;D(tWBf

F(p H vt%asz%Hf:F ’vt%gd:T%gd:D (t%gf)B(tQD,af ) tg&,ad)a

giving the correct truth conditions Fvery farmer who owns a donkey beats every donkey
he owns.

Sentences (5a) and (5b) have generally been deemed equivalent, and so are our as-
sociated translations. Importantly again, the solution does not run into the ’'proportion
problem’, if the involved adverb of quantification is usually or often (the counterpart of
most). Furthermore, some authors claim sentences like (5b) are three-way ambiguous,
according to whether the counting takes into account: (i) only the farmers (who own
a donkey); (ii) only the donkeys (that each farmer owns); (iii) (farmer,donkey) pairs
([Kadmon 1987], [Heim 1990]). Our analysis can accommodate this observation by corre-
lating the three readings with three semantical relations between quantifier phrases 3.5,
d4.p in the antecedent clause of the conditional statement:

(i) 3p.r|Ja:p - the restrictor of the Q Adverb extends the context by adding a dependent
type: ty: Tpitq: Tp(ty)

(i) 34:p|3f.F - the restrictor of the QAdverb extends the context by adding a dependent
type: tq: Tp; tf : TF(td)

(iii) 34 and g.p are in a pack (I7.r, Jg.p) - the restrictor extends the context by adding
a type interpreted as a set of ( farmer, donkey) pairs st. the farmer owns the donkey.
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4 System - syntax

This and the following section define, respectively, the syntax and the semantics of our
system.

4.1 Alphabet

The alphabet consists of

1. type variables X,Y, Z, .. ;

2. type constants M, men,women, .. .;

3. type constructors: >, [, T;

4. individual variables z,y, z, .. .;

5. predicates P, P', Py, ... (with arities specified);

6. quantifier symbols 3,V, Three, Five, Q1,Qo, . . .;

7. three chain constructors: 7|?, %, (7,...,7).

4.2 Contexts

A context is a list of type specifications of (individual) variables. Empty context () is a
context. If we have a context

I'= X . Xl, RSP 13 S Xk(<xi>ieJk), N IS Xn<<xi>i€Jn)

then the judgement
F T : context

expresses this fact. Having a context I' as above, we can declare a type X, 1 in that
context

I'E Xo1((mi)ies, ) : type

where J,+1 C {1,...,n} such that if i« € J,41, then J; C J,41, J1 = 0. The type
Xy4+1 depends on variables (2;)ics,,,- Now, we can declare a new variable of the type
Xnt1({i)ies, ,) in the context I'

| P Xn+1(<$i>i€Jn+1)
and extend the context I" by adding this variable specification, i.e. we have
FT,zpyr Xn+1(<xi>,;ejn+1) . context

I is a subcontext of T if T is a context and a sublist of I". Let A be a list of variable
specifications from a context I', A’ the least subcontext of I' containing A. We say that
A is convex iff A’ — A is again a context.

The variables the types depend on are always explicitly written down in specifications.
We can think of a context as (a linearization of) a partially ordered set of declarations such
that the declaration of a variable x (of type X) precedes the declaration of the variable y
(of type Y') iff the type Y depends on the variable x.

12



4.3 Type formation: Y-types and II-types

Having a type declaration
Iy :Y(Z)F Z(Y) : type

with y occurring in the list & we can declare X-type
r'E EyY(f)Z(g) : type

and also II-type
I'E 1.y @) Z(9) : type

So declared types do not depend on the variable y. Now we can specify new variables of
those types.

4.4 Quantifier-free formulas

For our purpose we need only predicates applied to variables. So we have
't P(xy,...,2z,) : qf-formula

whenever P is an n-ary predicate and the specifications of the variables x1, ..., x, form a
subcontext of I'.

4.5 Quantifier phrases

If we have a context I',y : Y (Z), A and quantifier symbol @, then we can form a quantifier
phrase QQy.y(z) in that context. We write

Iy: Y(f)7 At Qy:Y(f) : QP
to express this fact. In a quantifier prase Q,.y (z)
1. the variable y is the binding variable and

2. the variables & are indexing variables.

4.6 Packs of quantifiers

Quantifiers phrases can be grouped together to form a pack of quantifiers. The pack of
quantifiers formation rule is as follows.

' (Ql yl:Yl(fl)u BRI 7Qk yk;Yk(fk)) : pack

where, with ¥ = y1,...,y;r and & = Ule #;, we have that y; # y; for i # j and yNZ = .
In so constructed pack

1. the binding variables are ¢ and
2. the indexing variables are Z.

We can denote such a pack ch:? 7 to indicate the variables involved. One-element pack
will be denoted and treated as a quantifier phrase. This is why we denote such a pack as

Qy:Y(f) rather than (ny(f))

13



4.7 Pre-chains and chains of quantifiers

Chains and pre-chains of quantifiers have binding variables and indexing variables. By
Chg:?(f) we denote a pre-chain with binding variables ¢ and indexing variables Z so that
the type of the variable y; is Y;(Z;) with U; &; = Z. Chains of quantifiers are pre-chains
in which all indexing variables are bound. Pre-chains of quantifiers arrange quantifier
phrases into N-free pre-orders, subject to some binding conditions. Mutually comparable
QPs in a pre-chain sit in one pack. Thus the pre-chains are built from packs via two
chain-constructors of sequential ?|?7 and parallel composition ;
The chain formation rules are as follows.

1. Packs of quantifiers are pre-chains of quantifiers with the same binding variable and

the same indexing variables, i.e.
'+ Pcﬁ:?(f) : pack

'+ ch:?(f) : pre-chain

2. Sequential composition of pre-chains

r=Ch : pre-chain, T'FCh : pre-chain

2 §p:Ya(i2)
) pre-chain

141:Y4(Z1)
I'ECh

1§1:Y4(Z1) |Ch2 J2:Ya (2
provided

(a) 2N (i Ua) =0,
(b) the specifications of the variables (#1UZ2)—(71Uy2) form a context, a subcontext
of I'.

In so obtained pre-chain

(a) the binding variables are #; U g> and

(b) the indexing variables are ¥ U ¥s.
3. Parallel composition of pre-chains

I'=Ch, @) pre-chain, T'F Ch, TRAEAE pre-chain

Ch 2 V(7 .
'k 70}; y1~f1<11> : pre-chain
2 §2:Y2(¥2)

provided 7> N (1 UZ1) = 0 = 51 N (32 U T2).

As above, in so obtained pre-chain

(a) the binding variables are ¢} U g and
(b) the indexing variables are 71 U Zs.
A pre-chain of quantifiers Chg:?(ﬁ) is a chain iff ¥ C . The following
'k Chg:?(f) : chain

expresses the fact that Chg:?(f) is a chain of quantifiers in the context I'.

14



4.8 Formulas, sentences and *-sentences

The formulas have binding variables, indexing variables and argument variables. We
write gy (7)(Z) for a formula with binding variables %, indexing variables Z and argument
variables z. We have the following formation rule for formulas
'+ A(Z) : gf-formula, TI'F Chyg.5 (z) : pre-chain,
'+ Ch,y A(Z) : formula

(@)

provided ¥ is final in Z, i.e., ¥ C Z and the list of variable specifications of 2 — ¥ is a
subcontext of I'. In so constructed formula

1. the binding variables are ¢ and
2. the indexing variables are ¥ and
3. the argument variables are 7.

A formula ¢g.y 7 () is a sentence iff 7 C ¢ and ¥ C §. So a sentence is a formula
without free variables, neither individual nor indexing. The following

['F ¢gy(#) (%) : sentence

expresses the fact that cpg:y(f)(é') is a sentence formed in the context I'.

We shall also consider some special formulas that we call x-sentences. A formula
@g‘zy(f)(g) is a x-sentence if £ C U Z but the set Z— g/ is possibly not empty and moreover
the type of each variable in Z — ¢/ is constant, i.e., it does not depend on variables of
other types. In such case we consider the set 7 — ¢ as a set of biding variables of an
additional pack called a dummy pack that is placed in front of the whole chain Ch. The
chain ’extended’ by this dummy pack will be denoted by Ch*. Clearly, if 2 — i is empty
there is no dummy pack and the chain Ch* is Ch, i.e. sentences are *-sentences without
dummy packs. We write

['F gy (z)(Z) : *-sentence

to express the fact that ¢y (7 (2) is a *-sentence formed in the context T'.
Having formed a *-sentence ¢ we can form a new context I', defined in the section
4.9.

Notation For semantics we need some notation for the variables in the *-sentence. Sup-
pose we have a x-sentence

['F Chyyz) P(Z) : *-sentence
We define

1. The environment of pre-chain Ch: Env(Ch) = Env(Ch - is the context defin-

ing variables & — ;

77 @)

2. The binding variables of pre-chain Ch: Bv(Ch) = Bv(Chm;(f)) - is the convex set
of declarations in I' of the binding variables in ;

—

3. env(Ch) =env(Ch - the set of variables in the environment of Ch, i.e. ©—{,

m))

4. bv(Ch) =bv(Ch - the set of biding variables ¥;

G (@)
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5. The environment of a pre-chain Ch' in a #-sentence ¢ = Chygy (s P(Z), denoted
Env,(CH'), is the set of binding variables in all the packs in Ch* that are <,-
smaller than all packs in Ch/. Note Env(Ch') C Env,(Ch'). If Ch' = Chi|Chs is a
sub-pre-chain of the chain Chg.y (z), then Env,(Chz) = Env,(Chy) U Bu(Chy) and
Envg,(Chy) = Env,(CH).

4.9 Type formation T

Suppose we have constructed a x-sentence in a context

L Chyg A(Z) : x-sentence

We write ¢ for C’hgﬂ;(f) A(Z).

We form a context I', dropping the specifications of variables Z and adding one type
and one variable specification for each pack in Packscopsx.

Let T' denote the context I' with the specifications of the variables 7 deleted. Suppose
® € Packscp- and I is an extension of the context I' such that one variable specification
tor o : Tor , was already added for each pack ® € Packscp- such that ® <gp« ® but not
for ® yet. Then we declare a type

I+ T‘b,@(<t<1>’,ap><b’epackscm,<I>/<Ch*<1>) : type
and we extend the context IV by a specification of a variable te,, of that type
I 1o, : Too((tar o) 0/e Packsgps &' <cpe®) * CONtEXt

The context obtained from I' by adding the new variables corresponding to all the
packs Packscp+ as above will be denoted by

r,=Tu T(Chyp () AQZ)).
At the end we add another context formation rule

I'EChyp A(Z) : x-sentence,

I', : context

Then we can build another formula starting in the context I',. This process can be
iterated. Thus in this system sentence ¢ in a context I' is constructed via a specifying
sequence of formulas, with the last formula being the sentence . The specifying sequence
for ¢ is a sequence of judgements

I' =T F ¢g : x-sentence

I't = (Tg)y, F 1 : *-sentence

Ipo1 = ((Fn—z)%_Q) F ¢@n—1 : *-sentence
A= (Tn=1)p,_1) F ¢n = ¢ : sentence

In order to express that such a sequence for ¢ exists we write

' AF ¢: sentence
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4.10 Discourse and pure stories

Pure story is a sequence of sentences in contexts
FO |— Fl |— ©1
The above means: starting in the context I'g we build a sentence (7 in the context I';.

refresh((I'1)y,) F T2 = o

refresh((I'n—1)g,_1) F Tn - @n

such that the next context refresh((I'i11)y,,,) is obtained from (I';y1),,,, by application
of the following operations

1. addition of variable specifications on presupposed types (weakening);
2. >, I] of these;

3. other pragmatic processes to be further studied.

5 System - semantics

5.1 Interpretation of dependent types

The context I'
Fa: X(.),...,y:Y(..,x,...),...,z2: Z(...,xz,y,...) : context

gives rise to a dependence graph. A dependence graph DGr = (Tr, Er) for the context
I' has types of I' as vertices and an edge 7y, : ¥ — X for every variable specification
z:X(...)in I" and every type Y(...,x,...) occurring in I" that depends on x.

The dependence diagram for the context I' is an association || — || : DGr — Set to every
type X in Tt a set || X || and every edge 7y, : Y — X in Erp a function |7y, : [|Y] — || X]|,
so that whenever we have a triangle of edges in Fr

VA

N
T Y
v
X

the corresponding triangle of functions

12]]

N7z

| Y
|

ﬂ|7TY,a:

1]

Tz

172w
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commutes, i.e.

1722l = Tyl o [[7 2yl

The interpretation of the context I', the parameter space ||T'||, is the limit of the de-
pendence diagram || — || : DGr — Set. More specifically,

I =1lz: X(..)y.cyy:Y(ooym,o),o o, 2: 20,2y, )] =
= {@: dom(d) = var(T'), d(z) € ||Z||(a[env(2)), ||[7z.[/(d(2)) = d(x),

forz:ZinT, z € envZ}
where var(I') denotes variables specified in I' and env(Z) denotes indexing variables of
the type Z.
5.2 Interpretation of X- and Il-types

As in this paper we are not going to use Il-types, we only include the interpretation of a
Y-type. For

I'E3,y@Z(Y) : type

we define

ISyy@Z@l =TT ({8} x 7247 (0))

bellY

If a variable x of type X occurs in ¢ and x # y, then we define projection

175,y ozl 1Sy 2@ — X
so that
175,y 2@,z | (0, €) = (|22 (c)

for b € [|Y] and ¢ € |72, (b).

5.3 Interpretation of predicates and quantifier symbols

Both predicates and quantifiers are interpreted polymorphically.
If we have a predicate P defined in a context I':

x1: X1, ..., Ty Xn(<xi>ieJn]) F P(x1,...,2,) : qf-formula

then, for any interpretation of the context ||I'||, it is interpreted as a subset of its parameter
set, Le. |[P[(IT]) < [IT-

Quantifier symbol Q is interpreted as quantifier [|Q|| i.e. an association to every* set
Z a subset ||Q||(Z) CP(2).

4This association can be partial.
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5.4 Interpretation of chains of quantifiers

We interpret QP’s, packs, pre-chains, and chains in the environment of a sentence Enuv,.
This is the only case that is needed. We could interpret the aforementioned syntactic
objects in their natural environment Env (i.e. independently of any given sentence)
but it would unnecessarily complicate some definitions. Thus having a (x-)sentence
¢ = Chgy ) P(?) (defined in a context I') and a sub-pre-chain (QP, pack) Ch’, for
d € |[Env,(Ch')|| we define the meaning of

lcr’li(@)

Notation Let ¢ = C’hg:? P(y) be a x-sentence built in a context I', Ch' a pre-chain
used in the construction of the (x)-chain Ch. Then Enuv,(Ch') is a sub-context of '
disjoint from the convex set Bv(Ch') and Env,(Ch'), Bv(Ch') is a sub-context of I'. For
a € |[Env,(Ch)|| we define ||Bv(Ch)||(@) to be the largest set such that

{a@} x || Bu(CH)|[(@) C || Env,(CR), Bu(CH)]|
Interpretation of quantifier phrases
Quantifier phrases. If we have a quantifier phrase
I'EQyy@ : QP
and @ € || Envy(Qy.y (7)), then it is interpreted as [|Q[|([[Y]|(a@)) € P(|[Y|(d@}z))-

Interpretation of packs

If we have a pack of quantifiers in the sentence ¢

Pc = (Qlylel(fl)v s Qnyn:Yn(fn))

and @ € ||Envy(Pc)||, then its interpretation with the parameter a is

1Pell(@) = [(Quy, v (71) -+ » gy (2 1(@) =

— (A C TLIVI@Ta) : m(A) € IQUIUIiIETa), fori = 1,...,n)
i=1
where 7; is the i-th projection from the product.

Interpretation of chain constructors
Parallel composition. For a pre-chain of quantifiers in the sentence ¢
CH — Chlzﬁlﬁ(fl)
Ch%yz.(@)

and @ € ||[Env,(Ch')|| we define

hlﬁ Y1 (2 = e e
H#ﬁ”(a) ={AXxB: A€ HChlg.l:};l(fl)||(an1) and B € |]Ch2§2:92(52)\|(a(w2)}
F2:Y2(Z2)

Sequential composition. For a pre-chain of quantifiers in the sentence ¢
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Ch' = Chy . Cha..

i1 Y1($1)| Go:Ya(&2)

and @ € ||[Env,(CH')|| we define

ICh1, 5, 2y | CP2g, 5, ) @) = {R S | Bo(CH)||(@) = {b € |Bu(Cha)|(@) :

71:Y1 (1) G2:Ya(i2)

{Z€|IBu(Cho)ll(@.b) : (b,€) € R} € |Chay g5, (@ 0)} € OBy 5 ) (@)}

5.5 Validity

A sentence

!

Tk Ch.y P(7)

<

is true under the above interpretation iff

P57 : Y1) € [Chyy

5.6 Interpretation of dynamic extensions
Suppose we obtain a context I', from I' by the following rule

't Chg:?(f) A(Z) : x-sentence,

I', : context

where ¢ is Chy.g ) A(Z).

Then
r,=Tu T(Chg:?(ﬁ) A(Z)).
Having the dependence diagram || — ||'' : DGr — Set we shall define the dependence
diagram || — || = || = ||'* : DGp, — Set.

Thus, for ® € Packcp- we need to define | T | ¢ and for & <cp+ ® we need to
define

17T pter | 2 [Tl — [Tl
This will be done in two steps:

Step 1. (Fibers of new types defined by inverse induction.)
We shall define for the sub-prechains Ch’ of Ch* and @ € ||Env,(CH')| a set

ITy.cnll(@) C [IBu(CRI(@)

This is done using the inductive clauses through which we have defined Ch* but in the
reverse direction.
The basic case is when Ch/ = Ch*. We put

IT.cnll(0) = (1P

The inductive step. Now assume that the set [T, cn||(@) is defined for @ €
[ Envg (CR)].
Parallel decomposition. If we have

Ch/ — Chl_’ Yl(xl)

Che 2i7y:Ya (#2)
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then we define sets
ITe,cn (@) € |Chill(a@)
for ¢ = 1,2 so that
1Ty, cnll(@) = Tp,cn (@) X [Ty,cn, [l (@)

if such sets exist, and these sets (|| Ty cn,||(@)) are undefined® otherwise.
Sequential decomposition. If we have

Ch = Chy .

y1:171(51

)|Che

Jo:Ya(T2)

then we put
ITg.cn,1I(@) = {b € | Bo(Ch)||(@) : { € || Bu(Cha)||(@,b) : (b,€) € | Ty.cnl|(@)} € |Chal|(@b)}
For b € || Bv(Chy)|| we put

T y.cns||(@,0) = {€ € || Bu(Cha)||(@,b) : (b,&) € | Tycn (@)}

Step 2. (Building dependent types from fibers.)
If ¢ is a pack in Ch*, @ € ||[Envy,(P)|| then we put

ITpall = U{{a} x | Ty,0ll(@) : @ € [|Bnvg (@), Yorcpyo (@fenv(®)) € Ty}
It remains to define the projections between dependent types. If &’ <., ® we define

T atye | Teoll — [Tl

so that
a— df(envy,(®') Ubvd')

6 Conclusion

It was our intention in this paper to show that adopting a typed approach to generalized
quantification allows a natural and elegant treatment of a wide array of anaphoric data
involving natural language quantification. The main technical contribution of our paper
consists in combining generalized quantifiers with dependent types. Empirically, our sys-
tem allows a uniform account of both regular anaphora to quantifiers and the notoriously
difficult cases such as quantificational subordination, cumulative and branching continua-
tions, and ’donkey anaphora’. Our treatment of unbound anaphora does not run into the
'proportion problem’ and easily accommodates a whole range of ambiguities claimed for
"donkey sentences’.

®Such sets might not be determined uniquely if one of them is empty.
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