Tutorial 12

1. Let Xq,..., Xy, and Yq,...,Y,, be two independent random samples from N (u1,0%) and N (g2, 05)

respectively. All parameters are assumed unknown. Let

Y (Y - Y)?

R=—; —
Zj;1(Xj - X)?

np—1
and F = En;lgR.

2
(a) Show that %F has an Fj,,_1,,—1 distribution.
2

(b) Compute the LR test of Hy : 02 = 02 versus Hj : 07 # 02 and show that it satisfies: reject

Hy for F' > x1 or F' < xo where (z1,z2) satisfy:

Fro—1ni-1(22) = Frg—im—1(21) = @
Il _ T2
— = — )
(5250 /m2) T (1422 10p) 1+ (01 /2)

Here F, () = P(X < z) for X ~ F, .

(c) Can you show that the LR test with significance « is asymptotically equivalent to: reject
Ho for F > Fpy q ) 102 08 F > 57— 2— 7

ny—1l,ng—1;a/2 :
2. Consider the regression problem
Y=Xp+¢
(1) .
g(;), BM is a p+ 1 vector and
B3 is a q vector. Let X; be the matrix with the first p 4+ 1 columns of X and Xy the matrix

where Y is an n vector, X is an n X (p + ¢ + 1) matrix, 8 = (

with the remaining ¢ columns. Consider the hypothesis test Hy : §2) = 0 versus H; : 2 #£ 0.
Suppose that X has full rank.

(a) Let i denote the ML estimator of X3 for the full model and let fi, the estimator of X3 é(l)
under the null hypothesis. Show that

E[fi — fio] = (I — X1(X{X1) ™' X]) X281
(b) Let

(Qres,[ - QreS,H)/q

F= Qres,ir/(n—(p+q+1))

Show that this has Fy ,,_(,+,-1)(#*) distribution, where the non-centrality parameter 62 is:
1
02 = — BPN(XEXs — XEX1(X1X1) T X X0)B.
g
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3. Consider the one-way layout model

}/l]:a"i_ﬁz—’—el]a izla"')pa j:1>"'anl

where ¢;; are i.i.d. N(0,0?) and S i niBi=0. Let n=mn1+...+n,.

(a) Find the MLE (&, ,73\1, - Bp)t of the parameter vector («, 1, ..., Bp).
(b) Compute the covariance matrix for (@, B1, ..., 3,)".

(c) Give symmetric confidence intervals for a and fy.

4. Consider again the one-way layout model of the previous exercise. Consider the two models:

I Yij = o+ €ij
IT Yij = o+ Bi + €
where Model II is the full model and Model I is the reduced model. Let Qres;; and Qres,ir be

the residual sums of squares of the two models. Show that

(Qres,[ - Qres,ll)/(p —1)
Qres,H/(n - p)

where the non-centrality parameter is:

1 p
= 5> mbi
k=1

5. Let X = (X1]|X2) where X; isn x p, Xoisn x g, X is n x p+ g and X'X is invertible. Show
that

X(X'X) XX, = X,.

6. Consider the linear model Y = Xj + € where € ~ N(0,0%I). Let Y = XB denote the fitted
values, where B\ is the least squares estimator of 5. Assume that X; = 1,, (the n-vector with

each entry 1). We use Var(Z) to denote the covariance matrix of a random vector Z. Show that
(a) Var(Y) = Var(Y) + Var(Y — Y).
(b) i, (Y = Y)? = S5, (Y - Y2 + X0, (Y - V)2

7. Consider the linear model Y = X + € where the first column of X is a column of 1s. (This
corresponds to multiple linear regression). Suppose that € ~ N(0,021). Define the hat matriz H
as H = X(X'X)71X?t. B is a p-vector of parameters. Show that:

(a) %SHuglforallzzl,,ﬂ
(b) tI‘(H) =D,
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(c) Hy = Cor(Y;,Y;)2

You may use the fact that if X = (XM X®@) FO = xOXxOXxO)-1xO" and H =
X(X'X)"' X" then HH®Y = HOH = g,

8. Consider again the regression model

Y=Xp+e¢
where all elements of the first column of X are 1 and € ~ N(0,02I). Define

QI‘GS
Qr

where Y; are the fitted values, ¥ = %Z?Zl Yj, Qres = >4 (Yj — Y;)? (the residual sum of
squares) and Qr = >0 (Y; — Y)? (the total sum of squares).

R?=1-

(a) Show that )
_ Y (Vi —Y)(Y; - Y)
VI (Y - YR Y, (- V)
(b) Show that the test with critical region R? > c¢ is equivalent to the LRT test for testing

the null model (where only Sy is non-zero) against the full model (where all coefficients are

RQ

non-zero).

(c) Show that R? is distributed according to a Beta <%, %) distribution.

9. Let Y = XB+¢ where € ~ N(0,021,), X is nx p of full rank, p < nand let ¥ = X (X'X)"1X'Y,
the projection onto § = {u : p = Xp3 B € RP}. Let H = X(X!X)"1X* the projection
matrix. Let Y* be independent and indentically distributed with Y. Show that:

E “Y - 57‘2] . DY - 57‘2] + 20%te(H).
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Answers

1. (a)

SR (Y - V)2 SL(X - X)?
W = % ~ Xig—l’ V = J 0-; ~ X%1_17 V J_ W
2 1

From the definition of an F' distribution,

L W/(ng — 1) -~
G:= V/(nl — 1) no—1n1—1-

Therefore

2 B 2 (Y. V)2 2
- ﬁ(m 1) Z]_l( J 7) _ ﬁF ~ Fry 1.

o3 n2 = 2) 5L (X; - X)? o3

as required.

(b) The likelihood is:

1 1 & ) )
Hoa gz 1,00 = (2 (1 12) /25T g2 eXp{_ﬁ Z;(%' — )" - 202 (yj — n2)”}
]:

The likelihood ratio statistic is:

SUP Ly o0 L(Mla H2,0, U)
Supul,ug,al,az L(:ula H2,01, 02)

)\(J},y) =

For the numerator (restriction to Hy true), the likelihood, subject to the constraint that

01 = 09 = 0 is maximised for (u1, u2, %) = (H10, Hao, 05) where

ni ng

(10, fi20, 55) = (T, 7, 11(2(% —7)° + Z(?Jj )

Jj=1

For the denominator (no restrictions on parameter space) the likelihood is maximised for

(/Jflnu270-%70-%) = (/7’17,[7273%76%)7 where

1 & 1 &
(ﬁ1,ﬁ2,3%,3§) = (Evyvi E (xj _5)277 E (y] _g)z)'
ny 4 ng <
Jj=1 Jj=1
Note:
~9 ny <9 ng 2
on = o o
0 n1 + no ! n1 + no ?

then, using the usual trick of
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S (ay =) + Y (0 1)) = (m +na)53,

Z 11(1'] - LU) - nla%?
2 (y; = ny03
gives:
e O |~k (S — ) + St - 9)°) |
Az, y) = 0 !
1 1 n
(2m) (M) /2571502 exp {_%f Zjil(xj —7)? - A2 Z 1y — Z/)Q}
B optoy™ (m + ng)Mtne ( 7113% >n1/2 < nQU% )m/Q
N (/J'\SI—HLQ N 717111/271;2/2 nﬁ% + TLQ(/T\% ’I”L10'1 + ?7,23%
(n1+mn2)/2 /2
_ na
()t 1 <Zj(yj - y)2>
o ni/2 n2/2 > (y;—7)? (1, —T)2
™ LR S 2415 =)
(nl +n2)(n1+n2)/2 Rng/?
= n?1/2n7212/2 (1 + R)(n1+n2)/2
Then
N gy () (G
) n?fl/zn;Z/z (1 + %F)(nl‘f‘n&)/Q

Reject Hy if and only if A(z,y) < c. We would like to show that this implies: reject Hp for
F < k1 and F > ks for some k1 and ko, which we will then compute (or at least find an
expression for).

Note that A = A(F') (it is a function of F'). As a function of F

1—
Therefore A(0) = A(+00) = 0, A(F) increases from 0 to a unique maximum at F' = —4

and then decreases to 0. The rejection region therefore has the form F < ki, F > ko
as required. Since F' ~ F,_1,,-1, k1 and ko satisfy the following two equations: with

confidence level 1 — «,

Fn2—17n1—1(k2) - an—l,nl—l(kl) =1-«
k1 _ ko
(1221 ky) /M) (14221 ) 1 (1 /m2)

For the first of these, Fy,—15,-1(z) = P(F < z) for F' ~ Fp,_1,,-1. For the second of

these, since we reject for A < k for some value k, we have A(k1) = A(k2) = k.
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2.

(a) For the reduced model, B is estimated by
gl = (xix) Xty

so that (using E[Y] = X )
(1)
E[BM*] = (X{X1) " X! (X1 |X2) <g(2)) B0 1 (X!X,) XX, 82

and hence, using E[fig] = X1 E[M*] and E[fi] = X 3, we have:

E [ — fio] <&Mﬁ@9—xwm—xmﬁ&rwww®

= (I-X1(X{X1)' X)) X082,
(b) The non-centrality parameter is:
= = (7~ fol B[ - o]
- o2 = Ho H— Ho

and, using the previous part,

Elfi—fo]' B[ —fio) = BP'XH(I— Xy (X{X0) ' XP)(I - X1(X]X1) ' X]) X%
BH(XEX, — X5(X{X1) ' X X5)8%)

From lectures (moving to canonical co-ordinates): (Qres,; —Qres,11) ~ XZ(HQ) and Qres, 11 ~

Xi_ (prg+1)° These are independent. The result follows from the definition of the non-central

F distribution.
s
A quick reminder of lectures: consider a linear model Y = (X1|X3) [ —=— | + € where 8 is a

p+ 1 vector, 3?) is a ¢ vector and let

S| ={X18: R} §={(X1|Xo)y:veRPFIH1}

v
then we can find an n X n orthonormal matrix V = V@) where V() spans the space S

V3

v
and (V) spans the space S. Let U = VY. Then

U~N(VXB,o*VIV') = NVXB,o%I).

This is a vector of n independent random variables, where U; ~ N(n;,0?%) and Mptqt2 = - -

1p, = 0 for some 01, ..., Npyqt1-
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Let

Ui Up+2
U® — : U@ —
Upt1 Up+q+1
We have
Uu®
0= (V@ =~ _ D))
/J’_(V |V )<U(2)> po = VU
so that
Qres,; — Qres,;1 = |Y — ,170|2 — Y - ﬂ|2
1
— |V/U _ V(l)/U(1)|2 _ ‘V/U o (V(l)/|v(2)/) U( ) |2
U@
@2)y,G) u® 2 (3)177(3))2
= [(V¥V )W|—|V U]
pt+q+1
= Uy @Qy@r@ = Z Uj2_
J=p+2
while
Tlp+2
E[fi — fio] = V*
Np+q+1
so that
p+q+1
E[f— foll* = Y n}
Jj=p+2
Qres n
rg;,n = Z]»:p+q+2 sz ~ X721—(p+q+1)' Furthermore,

+q+1
Qres,; — Qres, i1 pi U; 2 2 i (E)Q
o2 N o Xq o

Jj=p+2 Jj=p+2

and 9IS ;QQ TSI | Qrg?” and the result follows by the definition of the non-central F' distri-

bution.
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3. (a) The MLE for (u1,...,pp) is Y1.,...,Y ).

Var(8;) = Var(Y; —Y.)

= Var((1- 2y, -3 My;)
n poril
ni\2 o2 Tl? o?
- (1= 5o
( n) ni +;n2 n;
2 2
Ni\90 ni\ o
= -2y (1M
= —_ = = - — oc‘=|——— o
n, n n? n n? nig n
N B - o2 2
Cov(a, pi) =Cov(Y ,Y;)—Var(Y )= ——-—=0
n n
R o o 2
i#j:  Cov(B;By) = —Cov(Y;,Y.) — Cov(Y;,Y.) + Var(Y.) = —%

~ S
(VRS (a + \/ﬁtn—p,a/2>

-~ [1 1
53' € (BJ ts E - ntn—p,a/2>

where «a is the significance and
Q P ny
| res ~ 5
s = n—p Qreszg E (Yij_a_ﬁj)Q
i=1 j=1

p
D S
g o i—1

X(X'X)IX'X = X = X(X'X) ' X1 X1 Xo) = (X1|X2) = X(X'X) 7' X; = X;.
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6. (a) Usinge=Y —Y and Var(Z) to denote the covariance matrix of a random vector Z,
Var(Y) = Var(Y +Y — Y) = Var(Y) + Var(€) + 2Cov(Y,Y — Y)
Now, B = (X'X)"1X'Y, so that ¥ = X3 = X(X'X)"'X'Y and
Cov(Y,Y-Y) = Cov(X(X'X)'X'Y, I-X(X'X)'X'Y) = X (X'X) "' X'Cov(Y)(I-X (X'X) ' X"
Now use: Var(Y) = Var(e) = oI and
X(X'X) I X'X(X'X)"'X' = X(X'X) ' X'
so that
Cov(Y,Y —Y) = 2 X(X'X) ' X1 — X(X!X)"' X)) =0

as required.

(b) We'll consider this in two ways. Firstly, directly and secondly, by putting into canonical

variables. Directly:

Y (Vi =Y)(Y - Y) =Y - X(X'X) T X)X (X' X)X - X (X X)) XY

i=1
where X; = (1,...,1)!. From above (previous exercise, taking X = (X1|X3)), it follows
that:

and the result follows.

Canonical variables: Assume X is n xr, of rank r U = A'Y where A is an orthonormal n xn
matrix. Welet A = (ﬁ, ey ﬁ)t so that U; = /nY. Welet Ao, ..., A, be the r—1 unit
vectors, orthogonal to each other and to A1, so that A1,..., A, are an orthonormal basis
for the space S = {Xp : f € R"}. Let By = (A.1]0]...|0) (the first column A ; the other
columns 0), By = (0|Az2|...|A-]0]...]|0) (the n x n matrix with the first column Os and the
subsequent 7 — 1 columns A 1,..., A, and the remaining columns 0. Let B3 = A— By — Bj.
Then

Z(Yz - ?)2 = (Y - ?1n)t<y - ?1n)
= UY(A - B1)(A— By)U =U"'B{ByU + U'BLB3U
= (1? - ?1n)t(17 - ?1n) + (Y - ?)t(y - i;)

as required.
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7.

(a) Firstly, to show that Hy; < 1 for each i: I — H is non-negative definite, since €'¢ = Y(I —
H)Y, hence H;; < 1. (otherwise there would exist a diagonal element of I — H which was
negative, say i. Take vector v = (0,...,0,1,0,...,0)! to get v!(I — H)v = 1 — H;; < 1).
Secondly, to show that H;; > 1 for each i: let XM =(1,..., 1) and X = (XD X)) then

G = X(XtX)—lXt o X(l) (X(l)tX(l))—lX(l)t

is positive definite, since

GG=G*=H-HY?=g?>-HHY —gOHF+ HV2 =g - W =@

using the hint. Now,

HO — x O (x 0 x0y-1xr Z Ly g0
n

where 1 is the n vector with each entry 1. Therefore H;; = % + Gy forall 1 <i <p. By

the argument for the previous part, G;; > 0, from which the result follows.

(b) Since H is idempotent, it has eigenvalues 1 or 0. Since it is of rank p, it has p eigenvalues 1

and n — p eigenvalues 0. The trace is the sum of the eigenvalues, hence the result follows.

() ~ ~
Cov(Y,Y) = Var(Y)
Cor(Y;, Vi) = Var(¥) — = }?{Z =/ Hij.
Var(Y;)Var(Y;) i

(a) Follows directly from previous exercise;

YW -N)Y-Y)=) (Yi-Y)
=1 i=1
(b)
1 _1 N\ ) 2
W) SUPg SUPg, gryn/zgn €XP {—202 ijl(yg — Bo) }
y =
Sups Supg m exp {—#(Z/ - XB)H(y — Xﬁ)}
= =
where

It now follows that




where Qres = > (Yj — Y)? and Qp = > (Y= Y)2. The likelihood ratio test is: reject
Hy for A(y) < k for some k which is equivalent to: reject Hy for R? > ¢ for some c.

(c) Use the result: if X ~ Gamma(a,\) and Y ~ Gamma(b, \) then

~ B .
X1y eta(a,b)

This is basic calculus: let V = XLW, then for ¢ € (0,1),

PV <t)=PX < ! Y)= A /00 dyy® e /00 drztle A
N 1=t L(a)l'(b) Jo ty/(1—t)

Take derivative with respect to t to get the density:

/\a—',—b ta—l
T D(a)T(b) (1 —¢)+tt

oo
fV(t) / yaerflef)\y/(lft)dy
0

. AY .
Now use: z = 7= to get:

fr(t) = r(a)lr(b)ta_l(l — 1)t /OOO 20 le=2 gy = mt“_l(l —t)t e (0,1)

as required.

Let Qu = 22:1(?] —Y)?% then Qu L Qres and

Qm 2 p—11 Qres 2 n—p
? ~ prl = F(T? 5) o2 ~ anp = F(

so that
R2

_ Qr — Qres _ Qm ~ Beta (]9—1 ”‘P)
Qr Qnr + Qres '

2 2
9. Firstly, HXf = X(X'X)"1X'X 3 = X} so that
Y —XB=HY — XB=H(Y — XB) = He.
Therefore E[Y] = X and
E[Y*-Y])] = E[Y*-XB+XB8-Y|

= E[Y" - X8|+ E[Y - X5/

= no? + trVar(Y)

= no®+ o’tr(H)
using Var(Y) = Var(HY) = 02HIH' = ¢2H.
For the right hand side, using Y — Y = (I — H)Y, E[Y] =E[Y] and (I — H)> = I — H gives:

E[|(I — H)Y|?] = trVar((I — H)Y) = o*tr(I — H) = no® — o*tr(H)
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208 CHAPTER 11. GAUSSIAN LINEAR MODELS (II)

so that

E[Y* - Y|’ = E[lY — Y|?] + 20°tr(H).



